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Executive Summary 

 

The present report summarizes the activities and results obtained during the project: 

“Internal Corrosion Monitoring in Pipelines by using Helical Ultrasonic Waves” with contract 

693JK31850004CAAP. 

The research group worked towards developing a non-destructive evaluation (NDE) 

technology for detecting, evaluating, and monitoring the progression of internal and external 

corrosion in pipelines. This technology exploits a novel class of guided ultrasonic waves, the 

helical guided ultrasonic waves (HGUW), and a network of permanently attached piezoelectric 

sensors responsible for transmitting and receiving these waves. We investigated both active (i.e., 

sensors transmit the ultrasonic pulse) and passive (i.e., Acoustic emission - AE) use of the HGUW 

in combination with numerical modeling and advanced data processing techniques. The main 

achievements using the active method include the 1) corrosion localization, and 2) corrosion 

characterization (e.g., thickness mapping) while with the passive mode a qualitative observation 

of the corrosion evolution was achieved. The HGUW are categorized as short-range guided waves 

which differentiates them the traditional long-range guided waves used for pipeline inspection. 

This allows for using higher frequency (i.e., shorter wavelength) waves that can be effectively 

utilized for defect localization as well as thickness reconstructions. In addition, the helical 

propagation of the waves helps reducing the requirement for sensing units, making the deployment 

and operation of the monitoring system more feasible in practice.  

The first chapters of this report (Chapters 2 and 3) illustrate the technical approach for 

using the HGUW in the active mode. Detailed discussion is presented on the localization and 

tomography algorithms as well as the numerical modeling. The second part of this report (Chapter 

4) outlines the acoustic emission monitoring of corrosion using the HGUW. A summary of 

findings, major contributions and community outreach is presented in Chapter 5. 
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1.1. Introduction 

1.1. Motivation 

Pipelines are predominantly used for the gathering, transmission, and distribution of oil 

and gas products around the globe. It is estimated that more than 3.5 million kilometers of pipelines 

are currently in service [1]. These pipes run in a variety of settings like below or above the ground 

and underwater. The assessment of the structural integrity of pipeline systems is of vital 

importance due to the impact that natural resources have on a country’s economy. Besides, recent 

pipeline accidents have caused enormous environmental destruction that is extremely difficult to 

overcome. Considering that pipes stretch for thousands of miles in addition to the limited 

accessibility in certain areas, there exists a need for developing highly efficient health monitoring 

schemes that are able to monitor in-real time the structural integrity of these systems and assist the 

operator’s decision making. 

Hundreds of pipeline accidents are reported every year which involve damages due to 

excavation, incorrect operation, and material failure. Of the non-human related accidents, 

corrosion is the leading cause of steel pipe failures [2]. Corrosion is the electrochemical reaction 

of the pipe, typically steel, with the environment that results in the destruction and deterioration of 

the metal. Corrosion can develop in both inner and outer surfaces of a pipe due to the CO2 

contained in natural or refined resources and different environmental conditions. Corrosion 

develops in various forms like pits, stress cracking, crevice, and uniform. Figure 1.1 shows pictures 

taken from an oil refinery depicting an externally corroded pipe with additional localized pits. The 

required effort to localize and quantify the corrosion becomes enormous especially when it 

develops internally. Currently, the industry relies on preventive methods to mitigate corrosion such 

as coatings, cathodic protection, and the use of inhibitors. While these methods can be effective, 

they still carry the overall uncertainty regarding the location and severity of the corrosion at critical 

regions of the pipe. A more advance method for inspecting segments of pipes involves in-line 

inspection (ILI) using smart pigs that are inserted into the stream and are responsible for assessing 

critical regions of the pipe. Even though this is a highly effective inspection method it still requires 

expensive equipment and well-trained personnel to undertake this task.  
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Figure 1.1: External corrosion of in-service steel pipe and localized pits on the surface. (Pictures 

from a field test at Monroe Energy in Philadelphia. The test was performed by the smart structures 

research group and the author was leading this effort.) 

In the context of Non-Destructive Evaluation (NDE) and Structural Health monitoring 

(SHM), active acoustic methods involve the use of networks of sensors that transmit and receive 

ultrasonic waves to interrogate the structure. Guided ultrasonic waves (GUW) techniques have 

been one of the most successful for pipeline inspection and have been extensively studied and 

commercialized [3], [4]. Some of the most widely used non-destructive testing systems include 

the Wavemaker from Guided Ultrasonics as well as the MagnetoStrictive Sensor System (MsS) 

from Southwest Research Institute [5], [6]. These techniques are known to be efficient in locating 

rather large defects, both internally and externally, corresponding to 2-10% CSA (cross-sectional 

area) depending on the distance or the pipe covering. These methods utilize rings of transducers, 

either piezoelectric elements (PZTs) or electromagnetic acoustic transducers (EMATs), attached 

to the external surface of the pipe and can operate in either pulse-echo or pitch-catch configurations 

[7], [8] as shown in Figure 1.2. These rings have the capability to excite and sense various guided 

wave modes usually below 100 kHz, which are then interpreted according to transmission and 

reflection measurements.  
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Figure 1.2: Schematic of the conventional guided ultrasonic wave (GUW) inspection method for 

pipelines.  

Although widely used for rapid pipe screening, these methods are still not able to provide 

information regarding the amount of pipe thickness-loss or the actual profile of the damage. Recent 

studies have investigated the potential of guided ultrasonic wave imaging and tomography for 

pipelines [9]–[12]. In particular, Lamb waves have been utilized extensively due to their dispersive 

nature, which allows the correlation of the propagating wave speed with the thickness of the 

waveguide. Besides, these waves can be easily excited and sensed using low-profile sensors 

making this method attractive for fast and low-cost condition assessment.  

The acoustic emission (AE) method has also found wide application for passively 

monitoring corrosion in pipes, tanks, and vessels [13], [14]. Corrosion related activities like pitting 

and peeling of the pipe’s surface emit acoustic energy whose intensity is directly related to the 

severity of the damage [15]. In AE applications, a network of transducers is continuously recording 

the acoustic activity and attempt to quantify the remnant capacity of the interrogated structure 

using different features of the recorded data. A typical AE sensor layout is shown in Figure 1.3.   

Recently, helical guided ultrasonic waves (HGUW) have emerged from the consideration 

of the Lamb wave propagation in cylindrical structures. These waves are thought to travel in the 

circumference of a pipe, enabling the consideration of multiple wave packets excited at a single 

source location that follow different trajectories before reaching a receiver. Ultimately, employing 

the HGUW offers the advantage of reducing the requirement in sensing units while the pipe 
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inspected area is increased significantly. While research to date has reported some promising 

results on the potential of employing HGUW, a comprehensive study has not yet been published.   

 

 

Figure 1.3: Schematic of AE monitoring for the evolution of different defects in pipes, tanks, and 

pressure vessels. 

During this project, the potential of utilizing the HGUW was explored, for active and 

passive monitoring, as the main tool for the comprehensive evaluation of the structural integrity 

of pipelines. Both approaches require the permanent installation of low-profile sensors along the 

segment of the pipe that is under investigation. The active HGUW inspection scheme involved the 

development of algorithms that allow the performing of both qualitative and quantitative 

evaluations of the pipe condition. The former deals with the localization of corrosion-related 

defects in pipes through an algebraic reconstruction technique (ART) that utilizes the scattering of 

HGUW. This procedure can depict the locations that are severely damaged, and which require 

additional evaluation. A local tomographic algorithm is then utilized to reconstruct the remnant 

thickness at these locations using a minimization process between a 2-dimensional (2D) acoustic 

model and experimentally obtained phase velocity measurements. The sensitivity of the helical 

guided modes was investigated using detailed finite element simulations with a variety of different 

scatterers. An accelerated corrosion test was carried out for evaluating the effectiveness of the 

proposed methodology.  
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The passive monitoring scheme investigated the use of helical-type AE to study corrosion 

mechanisms in steel pipes. It was found that the energy and amplitude of the generated acoustic 

activity contain rich information regarding the initiation and progress of corrosion. Specifically, 

an adapted 𝑏-value analysis is proposed for extracting the corrosion growth while the cumulative 

amplitude and energy of the AE activity could indicate critical stages of the wall-thickness loss of 

the pipe. A numerical model was also developed to examine the energy distribution of a simulated 

AE source when happening at thinner portions of a waveguide, representing a wall-thinning due 

to corrosion.  
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2.2. Helical guided ultrasonic waves (HGUW) 

 

In this chapter, a comprehensive guide for exploiting the helical guided waves towards 

pipeline condition assessment is presented. The HGUW are essentially plane strain guided waves 

considered to propagate circumferentially in large diameter cylindrical structures with the same 

properties of Lamb waves. Thus, throughout this report the pipes are represented by an equivalent 

plate with the same thickness. The excitation and sensing of the HGUW are achieved using circular 

piezoelectric sensors, that can be permanently attached to the pipe. These waves are utilized for 

in-transmission measurements of amplitude and phase velocity under the straight-ray assumption 

where no diffraction or refraction effects take place. Specifically, amplitude measurements are 

used as the damage indicator in an adopted algebraic reconstruction technique (ART) while the 

phase velocity is used in the tomographic algorithm which is based on a parametric 2D acoustic 

model. The developed methodology is valid for pipes with large diameter and is capable of 

detecting and sizing low-contrast defects. This chapter also discusses different topics including 

optimal sensor placement, operational frequencies as well as the attenuation of HGUW in fluid-

filled pipes. 

2.1. Theoretical framework 

Studies have shown that in thin-walled curved structures with a radius-to-thickness ratio of 

more than 10/1, Lamb-type guided waves can propagate [16], [17]. Most of the oil and gas 

transmission pipelines have a minimum diameter of 6 inches and a minimum thickness of 0.4 

inches (based on Schedule 40) which allow the consideration of Lamb wave propagation. This 

assumption enables the reduction of the guided wave propagation problem from the 3-dimensional 

(3D) cylinder to a 2-dimensional (2D) plate, with the same thickness. For visualization purposes, 

an arbitrary meridional line is selected representing the unwrapping axis of the pipe. This line is 

noted as the x-axis while the unwrapped circumference is noted as 𝑦′-axis.  

Let us now consider a pair of circular piezoelectric transducers attached to the unwrapped 

two-dimensional (2D) surface of a cylinder with diameter 𝐷 as shown in Figure 2.1(a). This type 

of transducer is capable of exciting circularly crested wavefronts of Lamb-type waves which is 

similar to an omnidirectional acoustic source. Due to the continuity of the cylinder surface, 
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multiple repetitions of the surface κ could be considered, which allows the transducers to virtually 

reappear vertically at ±κ𝜋𝐷 from their original location with κ = 0,−1,1,−2,∞. Thus, a 

wavefront initiated at the transducer 𝑠𝑖 containing an infinite number of rays will eventually be 

sensed by the transducer 𝑠𝑗 and its virtual locations. If the wavelength of the excited wave is much 

smaller than the size of the defected area, diffraction can be neglected, and the rays can be 

represented by straight lines. In the physical geometry of a cylinder, these straight rays can be 

viewed as helically propagating waves as shown in Figure 2.1(b). The number of unique rays 

connecting the same pair of actuator-receiver is termed helical order, ℎ, thus, each ray (or path) 

connecting transducers 𝑠𝑖 , 𝑠𝑗 is noted as 𝑠𝑖−𝑗
ℎ , its length is indicated as 𝑙𝑖−𝑗

ℎ  and ℎ coordinate 

locations are considered (𝑥 , 𝑦𝑠𝑗
ℎ

′ ). The total number of transducers is noted as 𝓃.  

 

Figure 2.1: Demonstration of the first four helical orders si−j
1−4 in, a) the unwrapped 2D and b) the 

physical 3D space. 
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The coordinates of the virtual receivers as well as the corresponding distances could be estimated 

using 

 

 

 

 

 

 

 

With the use of the Lamb waves dispersion curves, it is possible to temporally track any mode, by 

simply using the following relationships:  

𝑡𝑖−𝑗
ℎ,𝑆 =

𝑙𝑖,𝑗
ℎ

𝐶𝑔
𝑆  

𝑡𝑖−𝑗
ℎ,𝐴 =

𝑙𝑖,𝑗
ℎ

𝐶𝑔
𝐴

 

(2.3) 

where, 𝐶𝑔
𝑆 is the group velocity of any of the symmetric modes, 𝐶𝑔

𝐴 is the group velocity of any of 

the anti-symmetric modes, 𝑖, 𝑗 the pair of sensors and ℎ the helical order.  

2.1.1. Transmitter-receiver layout 

To fully exploit the benefits of using the HGUW, the distinction between the consecutive 

helical modes in the time domain should not be tedious. This is achieved by properly choosing the 

relative position of the transducers which can minimize the ambiguity in mode identification. 

Considering now the propagation of two consecutive helical paths ℎ, ℎ − 1 between sensors 𝑖, 𝑗 

attached on the unwrapped pipe circumference as demonstrated in Figure 2.2, the difference in 

arrival time of a non-dispersive Lamb mode can be calculated according to  

𝑦𝑗
′(ℎ)

= 𝑦𝑗
′(1)

+ 𝑛ℎπ𝐷 

𝑛ℎ = 0,1,−1,2,−2,… ,∞ 

(2.1) 

𝑙𝑖−𝑗
ℎ = √(𝑥𝑗 − 𝑥𝑖)

2
+ (𝑦𝑗

′(ℎ)
− 𝑦𝑖

′)
2

 (2.2) 
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Δ𝑡𝑖,𝑗
ℎ−1,ℎ =

𝑙𝑖,𝑗
ℎ

𝐶𝑔
−

𝑙𝑖,𝑗
ℎ−1

𝐶𝑔
 (2.4) 

Substituting Eq.(2.2) into Eq.(2.4) the difference in arrival time takes the following form:  

Δ𝑡𝑖,𝑗
ℎ−1,ℎ =

L

𝐶𝑔
κi,j

h,h−1
 (2.5) 

with  κ𝑖,𝑗
ℎ,ℎ−1

 defined as the separation coefficient between consecutive helical paths according to 

[18]  

κ𝑖,𝑗
ℎ,ℎ−1 = (√1 + (β + 𝑛ℎπδ)2) − √1 + (β + 𝑛ℎ−1πδ)2 (2.6) 

where β = 𝐵/𝐿 and δ =  𝐷/𝐿. In the cases where θ = 0˚ or θ = 90˚, the separation coefficient is 

equal to zero, meaning that complete overlap of consecutive modes will occur making it impossible 

to distinguish the helical modes. This is the case when two sensors are placed either on the same 

meridional line or in two meridional lines with 90˚ relative angle and are termed ambiguous pairs. 

By examining the limits of Eq.(2.6), it is easily observed that the separation coefficient increases 

for larger values of diameter 𝐷 while it decreases for shorter pipe lengths 𝐿.  

Three different transmitter-receiver layouts, based on the cross-hole method for imaging, 

are presented in Figure 2.3 assuming 12 sensors. The first two are the typical parallel 

configurations with two arrays of sensors at each side. Their difference is that for the rotated-

parallel layout the two arrays are rotated from-one another as to avoid having sensors on the same 

meridional line. The third layout is a rectangular type. 

 



 22 

 

Figure 2.2: Relative position of sensors 𝑖, 𝑗 on a pipe circumference. The longitudinal distance 𝐿, 

the circumferential distance 𝐵 and the angle θ affect the separation coefficient κ𝑖,𝑗
ℎ,ℎ−1

. 

The effectiveness of each layout can be measured in terms of the independent number of 

transmitter-receiver pairs 𝑁 that have non-zero separation coefficient κ𝑖,𝑗
ℎ,ℎ−1

 according to 

    

𝑁 =
(𝑛𝑠−1)×𝑛𝑠

2
 − ambiguous pairs (2.7) 

where 𝑛𝑠 the total number of sensing units and ambiguous pairs defined as the total number of 

transmitter-receiver pairs with κ = 0. For the parallel layout 𝑁 = 30, for the rotated-parallel layout 

𝑁 = 36 and for the rectangular layout 𝑁 = 48. The rectangular layout has the higher number of 

independent pairs, although the short distance between the sensors is causing the separation 

coefficient to be extremely small. In addition, when tomography is performed, the areas around 

the transmitters can introduce artifacts thus, the rectangular layout was rejected. From the two 

variations of parallel layouts, the rotated one was selected for its higher number of independent 

pairs as well as the ability to be reproduced along the pipe length. For rotated-parallel layout 

applied on pipes with 6-12 inches diameter an effective length of inspection was found to range 

from 0.5 – 1.5 meter. At each circumferential array, any number of sensors can be used although 

two or more are usually adequate.    
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Figure 2.3: Three different transmitter-receiver layouts for a total of 12 sensors. a) the parallel, b) 

the rotated-parallel, and c) the rectangular layouts.   

2.1.2. Number of sensing units and maximum helical order 

In addition to the relative position of the sensing units, the total number of sensors that is 

used and the maximum helical order that is considered affect the overall effectiveness of the 

HGUW. The objective is to optimally position a minimum number of sensors in the pipe that will 

allow the helical waves to cover as much of the surface as possible. First, based on the desired area 

to be monitored the signal to noise ratio (SNR) must be large to allow for tracking and comparing 

the guided modes. In practice, attenuation can significantly impact the SNR, especially when the 

distance between the exciting and receiving sensors increase.  
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Figure 2.4: Schematic showing the ray density on the unwrapped pipe between four sensors 

considering different number of helical paths: a) ℎ = 3, b) ℎ = 9, and c) ℎ = 15.  

Upon deciding on the sensor layout and number, the maximum helical order must be 

determined. According to Figure 2.4, by simply plotting the superposition of helical paths between 

the sensors, it is easy to realize the effectiveness of increasing the helical order ℎ. An analytical 

method to investigate the optimal helical order ℎ, comprises of discretizing the 2D unwrapped pipe 

in square pixels and calculating the number of pixels being at least once crossed by a helical path. 

The remaining pixels are termed blind pixels. The size of the pixel should be at most equal to the 

smaller wavelength that is considered during testing. A typical curve obtained for the number of 

blind pixels against the helical orders is presented in Figure 2.5. The number of blind pixels 

exponentially decreases when the number of helical orders increases, eventually reaching a plateau 

where any further increase in the helical order does not significantly affect the blind pixels. The 

decision on the maximum number of helical orders should also consider experimental data in order 

to quantify the SNR. While theoretically 12 helical orders might be deemed enough, attenuation 

in experiments can severely limit this number.  
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Figure 2.5: The typical relationship between the number of helical orders and the number of blind 

pixels. This example is based on a four-sensor configuration located 1 m apart on a 10 in. diameter 

pipe. 

2.1.3. Operational frequency 

When using the helical Lamb waves, it is imperative that the distinction between the 

different orders of the helical modes is non-trivial. Thus, the first cut-off frequency is often utilized 

as the upper frequency-thickness product. According to Figure 2.6(a) for a steel plate this 𝑓𝑑 

corresponds to approximately 1.5 MHz-mm. Operating below this point aids to avoid exciting 

higher order modes which adds complexity in temporally separating different modes. In addition, 

higher frequencies are typically avoided because at these bandwidths the attenuation of Lamb 

modes tends to increase exponentially which affects the SNR in experimental settings.   
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Figure 2.6: a) Lamb wave dispersion curves for a steel plate and b) the width of the Fresnel zone 

for modes S0 and A0 at 300 kHz for range of transmitter-receiver lengths up to 2.5 m 

For Lamb wave imaging, the operating frequencies define the resolution of the 

reconstruction. The behavior of an incident Lamb mode on a defect depends on the defect depth, 

shape, as well as the wavelength of the mode. In general, if the wavelength of the incident mode 

is very large compared to the extent of the defect, the effect on the propagating mode will be 

minimal. On the other hand, if the defect and the excited mode have wavelengths of a similar order, 

the interaction of the two will result in a partial reflection and partial transmission. The lower limit 

of the frequency range is decided based on the initial assumption made that diffraction effects will 

be negligible. For this statement to be valid, the ray theory must be respected, thus the width of 

first Fresnel zone √(𝐿𝜆)  has to be smaller than the characteristic size of the targeted damage [19] 

where, 𝐿 is the distance between transmitter and receiver and 𝜆 the wavelength of the incident 

wave. For example, let’s consider a defect with dimensions (~200 mm×200 mm). By setting the 

lower frequency at 𝑓𝑑 = 1 MHz-mm (𝜆𝑆𝑜
~17mm,   𝜆𝐴𝑜

~7mm ) and considering that the length of 
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the helical rays could extend to infinity, a plot of the Fresnel zone could be constructed according 

to Figure 2.6(b). To maintain the width of the Fresnel zone for both fundamental modes smaller 

than the corrosion extent, the maximum helical order that can be considered should have a 

propagation distance smaller than 2.5 m.  

2.1.4. Fluid bordering 

In pre-stressed waveguides that cause the propagation energy to dissipate, the group 

velocity 𝐶𝑔 no longer represents the velocity of the energy propagation. Instead, the term energy 

velocity 𝐶𝑒 is used. Studies have investigated the effect of the fluid pressure on the energy velocity 

of the helical Lamb waves [20]. This is not only dependent on the pressure but is also dependent 

on the angle of propagation of the HGUW. For example, Figure 2.7 demonstrates the variation of 

the energy velocity 𝐶𝑒 of the first couple orders of helical Lamb modes for constant internal 

pressure when the transmitter-receiver pair is located on the same meridional line 0˚ and when the 

transmitter-receiver pair is located on the same circumferential line 90˚. Below the first cut-off 

frequencies, the fundamental symmetric mode is primarily affected by the pressure compared to 

the fundamental anti-symmetric mode. Overall, it is reported that a linear dependance of internal 

pressure and the variation of energy velocity Δ𝐶𝑒 exists that is more significant when the 

propagation direction is along the pipe’s circumference. Practically, these curves provide 

correction coefficients for the helical wave velocity that should be applied to account for the 

internal pressure of the pipe.        
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Figure 2.7: Mode and frequency dependence of the change in energy velocity for different 

propagation directions (a) circumferential and (b) longitudinal, in a stressed steel plate bordered 

by water on one side. (Figure from Dubuc et. al. [20]). 

 

2.2. The algebraic reconstruction technique (ART) adopted for HGUW 

By discretizing the surface of the pipe in square cells (or pixels) and under the assumption 

of small refraction effects, the algebraic reconstruction technique (ART) traces the helical rays 

between pairs of transmitting and receiving sensors. The pixels that are being intersected by a 

given helical ray are assigned a certain weight according to the length of the ray that crosses them. 

The overall problem can be categorized as a linear algebra problem [21] that can be written as 

𝑨(𝑚×𝑛)𝒙(𝑛×1) = 𝒅(𝑚×1) (2.8) 

where 𝑨(𝑚×𝑛) is the matrix storing the weight of the helical ray on the pixel for a given pair of 

sensors 𝑠𝑖, 𝑠𝑗. This can be evaluated by calculating the distance that each helical path travels along 

each pixel normalized by the diagonal of each pixel, according to Figure 2.8. Each row of the 

matrix 𝑨(𝑚×𝑛) represents a linear equation with 𝑛 number of unknown coefficients each one 

representing a pixel of the image.  
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(2.9) 

The vector 𝒅(𝑚×1) stores the damage coefficients. Those coefficients represent a measure 

of the similarity of a waveform from a pair of sensors before and after a damage is introduced in 

the pipe. This method is known as baseline subtraction method [22] and can track changes for a 

large period of the structure's life. In this work a damage coefficient, 𝒅𝑖,𝑗
𝑚  was calculated using 

𝒅𝑖,𝑗
𝑚 = ∫

(𝑅𝑖,𝑗
ℎ (𝑡) − 𝐷𝑖,𝑗

ℎ (𝑡))
2

(𝑅𝑖,𝑗
ℎ (𝑡))

2 𝑑𝑡
𝑡𝑖,𝑗
ℎ,𝐴0+δτ

𝑡
𝑖,𝑗
ℎ,𝐴0

 (2.10) 

where 𝑅𝑖,𝑗
ℎ (𝑡) and 𝐷𝑖,𝑗

ℎ (𝑡) are the time waveforms from pristine and damaged states of the pipe, 

and δτ is the duration of the excitation pulse. The vector 𝒙(𝑛×1) contains the unknown image values 

for which the system of linear equations will be solved. 

 

Figure 2.8: Procedure for calculating matrix 𝐴(𝑚×𝑛) 
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In general, Eq.(2.8) is ill-posed, meaning that the number of independent equations 𝑚 is 

smaller than the number of unknown coefficients 𝑛 thus producing an underdetermined system of 

equations. To solve Eq.(2.8), an iterative scheme based on the Kaczmarz's method [21], [23] was 

formulated as follows:  

�⃗⃗� (𝑖) = �⃗⃗� (𝑖−1) +
𝒅(i) + �⃗⃗� (i−1) ⋅ �⃗⃗� i

�⃗⃗� 𝒊 ⋅ �⃗⃗� 𝒊
�⃗⃗� 𝒊 (2.11) 

where operation (·) is a dot product. This method assumes that each row of the matrix 𝐴 represents 

a hyperplane and seeks solutions at their intersection point. The algorithm starts with an initial 

guess �⃗⃗� (0) which projects sequentially on all the hyperplanes until converging to a solution. For a 

given matrix 𝐴(𝑚×𝑛) with 𝑚 < 𝑛  the algorithm converges to a solution as long as |�⃗⃗� (0)  −  �⃗⃗� (𝑖)| is 

minimized.  

2.2.1. Test 1 - Simulated damage using magnets 

An overview of the experimental setup is presented in Figure 2.9. Tests were conducted on 

a 1.52 m (5 ft) long carbon steel pipe (ASTM A153 standard). The diameter and wall thickness 

were 304.8 mm (12 in.) and 3.42 mm (0.1345 in.) respectively. A total of six piezoelectric (PZT) 

disks of 6.35 mm (0.25 in.) diameter were permanently attached on the surface of the pipe using 

epoxy adhesive as shown in Figure 2.9. Separation of consecutive helical A0 wave packets is 

crucial to minimize ambiguity in the imaging [18] thus, the locations of the sensors were chosen 

to fulfill that requirement as shown in Figure 2.10. To simulate corrosion damage, a pair of high-

pull, rare-earth magnets with 12.70 mm (1/2 in.) thickness and 19.05 mm (3/4 in.) diameter were 

attached at the same location in both inner and outer surface of the pipe. The magnets act like 

scatters once they interact with the propagating guided wave modes and have been used in other 

studies to simulate local damage [24], [25]. Two different locations, D1 and D2, of this double 

side magnet configuration were encountered each time as shown in Figure 2.10 to simulate 

potential defects. Signals from the sensors were amplified using OLYMPUS 5560B with a gain of 

40 dB and recorded through a LabVIEW software. Waveforms were generated using a 20 MHz 

bandwidth, 14 Bit PXI 5412 and recorded with a 60 MHz, 8 Channel, 12 Bit PXI 5105. A 5.5 cycle 
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toneburst with a center frequency in the range of 300 400 kHz was used as excitation. Excitation 

toneburst was amplified using a high-voltage amplifier. The excitation frequency was between 

300-400 kHz which is below the first cut-off frequencies in order to excite only the fundamental 

symmetric and anti-symmetric modes.  

 

  

Figure 2.9: An overview of the experimental setup used for test 1. A 5-ft long pipe was 

instrumented with 6 PZT sensors and damage was simulated by attaching pairs of magnets on its 

surface. The pipe was supported with tripods at the two ends. 
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Figure 2.10: 3D representations of sensor and magnet locations: (a) defect D1, (b) defect D2, and 

(c) 2D unwrapped representation of the pipe. Note: at each location D1 and D2 a pair of magnets 

was placed in the inner and outer surface of the pipe and no couplant has been used. 
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2.2.2. Operational frequency 

Figure 2.11 presents the dispersion curves for the specific steel pipe that was used in the 

experimental setup. Below the first cut-off frequency, the fundamental symmetric S0 and anti-

symmetric A0 modes exist. Excitation and sensing of these Lamb modes had been achieved using 

conventional circular piezoelectric (PZT) transducers, which are known to have a dominant 

sensitivity to the out-of-plane vibrations and are rather insensitive to the in-plane vibrations [26], 

[27]. Thus, any effect from the shear horizontal mode (𝑆𝐻0) was omitted. 

 

Figure 2.11: Solutions to the Lamb problem for 3.42 mm thick steel plate: (a) phase velocity 𝐶𝑝 

(b) group velocity 𝐶𝑔. Shaded region indicates the chosen operational frequencies. 

The shaded region in Figure 2.11 indicates the excitation frequency range used for this test. 

The lower limit of this bandwidth is defined by the point where the group velocity (𝐶𝑔) of the A0 

mode becomes constant. The upper limit is primarily defined to avoid the complexity of exciting 

higher order modes. In this specific bandwidth, the asymmetric A0 mode has some relative merits 

compared to the symmetric S0 under the assumption that there is no fluid inside the pipe. One of 

the most important attribute is that its group velocity (𝐶𝑔) is basically constant but its phase 

velocity still remains dispersive enough to make it sensitive to thickness variations [28]. Physically 

this property, implies that A0 mode will maintain its speed for any helical path in the problem and 

any potential interaction with damage will affect only the received shape of the A0 mode. Another 

important feature of working is the described frequency range is that the excitability and sensing 
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of A0 mode is significantly higher than S0 while its group velocity is significantly smaller than S0 

making the distinction between the two easier.  

This experiment leveraged the fact that the expected transmitted mode from a 

circumferential defect will be significantly different in terms of amplitude and phase compared to 

the one traveling the same path but propagates through the pristine material. The frequency range 

specified in Figure 2.11 corresponds to wavelengths in the range of 10 mm (0.4 in.) and thus the 

simulated defects for this work have been chosen to be no larger than 30 mm (1.2 in.).   

2.2.3. Maximum helical order 

The accuracy of the algebraic reconstruction technique depends heavily on the density of 

the helical rays since ART is based on solving a set of algebraic equations. The natural extension 

of the potential inspection area is defined by the pair of sensors lying farther apart across the length 

of the pipe that being sensors S1, S2 and S5, S6. In order to increase the ray density in that region, 

a certain number of helical orders has to be considered. The tomography grid used for the ART 

algorithm is based on pixels with size 10 mm × 10 mm (0.39 in. ×  0.39 in.) totaling 11520 pixels. 

The size of the pixels is small enough to cover the smallest defect in both experiments and 

numerical simulations. 

Blind pixels are termed the pixels that are not intersected by any helical ray. Figure 2.12 

shows the estimated number of blind pixels against the helical orders. The curve illustrates that the 

rate at which the blind pixels are reduced is large until roughly the seventh order. The amount of 

those blind pixels tends to converge to a certain number after the consideration of nine or more 

helical orders. Based on this observation, the number of helical orders was chosen to be nine which 

results in a blind pixel value of 6.94% of the total pixels. 
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Figure 2.12: Comparison of the total number of blind pixels with the helical order. A 3D schematic 

of the 2-nd, 5-th and 9-th helical order ray density on the top corner 

The selection of the highest helical order was also based on a number of other parameters. 

First, higher orders will generally require a much larger time window since the helical paths are 

becoming larger. By doing so, uncertainty is introduced in the overall problem by the attenuation 

of Lamb modes, increased overlap of S0 and A0 modes, as well as noise from the experimental 

setup. Furthermore, the computational time will be higher since a larger number of equations have 

to be solved simultaneously. Figure 2.13 represents a schematic of the nine helical orders ray 

density in the 3D and 2D representation, respectively. Table 2.1 presents the length of each helical 

path from sensor S1 to respective sensors S2 - S6. Based on these values the arrival time of each 

mode was estimated by using Eq.(2.3)  The initial number of equations from the consideration of 

nine helical orders and 6 sensors is 𝑚 = 5 × 9 × 6 = 270. Two corrections should be made to the 

number of equations. First, between sensors that are placed on the same 𝑦′- coordinate or    

x - coordinate, for example, S1 and S2, helical paths become ambiguous. This means that all the 

helical paths connecting those two sensors follow the same geometrical path, thus are not being 

used in this study. The ambiguity of helical paths is also demonstrated in Figure 2.13 where no 

helical path exists to connect the pairs S1-S2, S3-S4, and S5-S6. Second, due to reciprocity, a 
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helical path is the same when traveling from S1 to S5 and vice versa. For every helical path that 

experience reciprocity, the damage coefficient 𝑑𝑖,𝑗
𝑚  is averaged. Thus, the total number of 𝑚 unique 

equations results to be 98 yielding a matrix 𝐴98×11520 . 

Table 2.1: The lengths of nine helical paths from sensor S1 to sensors S3-S6 
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Sensors 

 3 4 5 6 
1L  (mm) 620.86 679.62 1241.72 1210.57 
2L (mm) 998.37 876.08 1359.23 1441.09 
3L (mm) 1268.08 1410.70 1752.16 1639.52 
4L (mm) 1855.22 1704.99 1996.74 2126.47 
5L (mm) 2159.73 2313.46 2536.16 2396.75 
6L (mm) 2778.63 2623.03 2821.40 2966.61 
7L (mm) 3091.06 3247.76 3409.98 3261.08 
8L (mm) 3719.35 3561.94 3710.45 3861.81 
9L (mm) 4034.69 4192.57 4319.45 4166.38 

 

Figure 2.13: Demonstration of the 9 helical orders ray density and exact locations of simulated 

defect D1, D2: (a) 3D view, (b) 2D unwrapped view. 
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2.2.4. Damage localization using the ART 

Overlapping of high orders of helical S0 and A0 modes means that certain S0 wave packets 

can occur at the same time instance as the arrival of A0 packets. Since the proposed algorithm 

utilizes only the A0 mode, the quality of the final reconstructed image can be severely 

compromised when overlapping is present. For example, the arrival time of S0 mode 𝑡 = 0.2ms of 

the second helical path 𝐿1,3
2 = 1 m for 𝐶𝑔

𝑆0 = 4970 m/s at 340 kHz, it is really close to the arrival 

time of A0 mode 𝑡 = 0.2 ms of the first helical path 𝐿1,3
1 = 0.62 mm for a given 𝐶𝑔

𝑆0 = 3140 m/s. 

Therefore, the operational frequency which basically changes the group velocity of the S0 mode 

should be chosen in order to maximize the separation of the two fundamental modes. 
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Figure 2.14: Reconstructed images from experimental setup when magnet pair is at location D1 

using excitation frequency: (a) 340 kHz, (b) 400 kHz in the 2D unwrapped representation of the 

pipe. 

Figure 2.14 shows the reconstructed image using two operational frequencies 340 kHz and 

400 kHz in the 2D unwrapped representation. A total of eight S0 and A0 modes are calculated to 

arrive at the same time instance for the case of 340 kHz in comparison with no mode overlapping 

in the case of 400 kHz. The direct effect of this mode overlapping can be observed through a 

comparison of the two reconstructed images. In the case of 340 kHz artifacts are being introduced 

and the overall quality of the image is relatively low. For the 400 kHz operating frequency the 
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defect D1 is clearly localized with minimum artifacts. Thus, for the all cases, 400 kHz operational 

frequency was chosen. 

Figure 2.15 shows the reconstructed image for the two different damage locations D1, D2 

of the pair of magnets respectively. These images were obtained using an operational frequency 

of 400 kHz and nine helical orders. The proposed ART algorithm shows great potential at 

localizing the scattering effect of the magnets. Artifacts in the image can be seen primarily in 

diagonal lines along the damage location or parallel to it. This is due to the interference of helical 

paths having significantly lower damage coefficient and the dominant ones. The largest artifacts 

in the two images have magnitudes smaller than the actual damage by 12% for the case of the 

magnets at location D1 and 30% at D2. These artifacts are limited to the area around the magnet 

locations and have extension several pixels fewer than the true indications, proving that the 

proposed algorithm has a relatively large accuracy. 

 

Figure 2.15: Reconstructed images from experiments: (a) magnet location at D1, (b) magnet 

location at D2. 
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2.2.5. Test 2 - Machined damages  

Experiments were performed on a 60-cm section of a 1.52 m (5 ft) long carbon steel pipe, 

with diameter and wall thickness of 30.48 cm (12 in.) and 3.416 mm (0.1345 in.) respectively. The 

pipe was instrumented with 12 PZT disks in two groups of circular arrays. For each array the 

sensors had an angle difference of 60 degrees and between the two arrays the angle difference was 

30 degrees. The locations of the PZT sensors were chosen in such a way to minimize ambiguity in 

the tomography occurring from the overlapping of consecutive helical paths. Damage was 

introduced in the pipe by machining its surface at multiple locations and then the remaining 

thickness was measured using a conventional ultrasonic probe. The first simulated damage (D1) 

had a size of 50 mm × 30 mm and the second damage (D2) had a size of 30 mm × 30 mm. The 

reduction in thickness for both the damages was estimated to be near 30%. Attempt for pipe 

imaging has been made first for damage D1 and then for both damages D1-D2. Signals from the 

sensors were amplified using OLYMPUS 5560B with a gain of 40 dB and recorded through a 

LabVIEW software. Waveforms were generated using a 20 MHz bandwidth, 14-Bit PXI 5412 and 

recorded with a 60 MHz, 8 Channel, 12-Bit PXI-5105. A 5.5 cycle toneburst with a center 

frequency in the range of 250-425 kHz was used as excitation. Excitation toneburst was amplified 

using a high-voltage amplifier. The collected time-domain waveforms had a length of 2 ms to 

allow for a comparative study on the influence of using different helical orders when applying the 

ART. Specifically, 3,5 and 8 helical orders have been considered for the damage localization. 

 

Figure 2.16: An overview of the second experiment. A total of 12 PZT sensors located 60 cm apart, 

and two different spots were machined to remove approximately 30% of the wall thickness.  



 42 

2.2.6. Damage localization using different number of helical orders 

Figure 2.17 represents a schematic of the first five helical paths connecting sensors S3 and 

S9 as well as a typical time domain signal. The interaction of helical paths 1, 4, 5 with the damage 

result in alterations of the received mode shape of the A0 mode, like amplitude variations and slight 

phase shift. These differences can be observed in the differential signal where those three modes 

appear to have the largest deviations as opposed to the rest on the received modes. In contrast, the 

symmetric mode S0 appear to be less sensitive to the damage being suppressed by the baseline 

subtraction. 

Figure 2.18 shows the reconstructed images for damage D1 with the consideration of three, 

five, and eight helical orders. The accuracy of localization is improved with the use of more helical 

orders, while the number of artifacts is considerably smaller when using fewer helical orders. This 

is due to the higher density of the helical rays but at the same time attenuation of higher orders of 

helical modes and partial temporal overlapping between the S0 and A0 can severely compromise 

the quality of the image. Thus, for the rest of the reconstructions, five orders were assumed 

adequate. False positives can also be seen near the sensor locations. Physically, a sensor location 

consists of the intersection of all the helical paths initiating at that point thus a possible solution to 

the linear algebra problem. In general, these artifacts are relatively small compared to the actual 

damage location and can be filtered out from the final image. 

To further exploit the potential of the proposed imaging algorithm, an effort has been made 

to localize two damages simultaneously. Figure 2.19 represents the tomographic image for 

damages D1 and D2. The accuracy of the ART algorithm remains high, giving clear indications 

on the locations of the damages. 
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(c)  

 

Figure 2.17: Transmitting and receiving sensors 3 and 9. a) Representation of the first five helical 

paths, b) typical signals obtained from pristine and damaged stages and c) the baseline subtraction 
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Figure 2.18: Reconstructed images for damage D1 with the use of a) three b) five and c) eight 

helical orders 

 

 

Figure 2.19: Reconstructed image for damages D1&D2 using five helical orders 
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2.3. 2D acoustic modeling 

In Lamb wave tomography, to properly characterize the shape of the corrosion in the pipe 

it is critical to have an accurate forward model based on which the experimental readings will be 

inverted to produce a thickness map. Such forward modeling could be achieved by iteratively 

solving a 3D guided wave problem using a finite element method (FEM) until a desired 

convergence to the experimental data occurs. Considering the size of the pipe, and the additional 

mesh discretization required to model high frequency guided waves, such an approach is 

considered time consuming. An alternative approach is to reduce the 3D problem to an 

approximate 2D acoustic wave problem, under the assumption that the ray theory is valid, and that 

the corrosion is anticipated to have a slowly varying thickness profile. In this way, the thickness 

can be modeled as a single value of velocity, which is decided according to the dispersion 

relationships (𝑓𝑑 product). Thus, in a discretized 2D domain where each node is assigned a 

velocity value, the travel time of Lamb waves is defined by the those nodes lying on their 

propagation path [10] . A theoretical model could be based on the frequency domain Helmholtz 

equation, 

(∇2 + 𝑘2)𝑝(𝑥, 𝑦′, ω) = 𝑠(𝑥, 𝑦′, ω) (2.12) 

where, 𝑘(𝑥, 𝑦′, ω) = ω/𝑐(𝑥, 𝑦′) denotes the wavenumber with velocity 𝑐 and, angular frequency 

ω, 𝑝(𝑥, 𝑦′, ω) is a scalar displacement wavefield and 𝑠(𝑥, 𝑦′, ω) the source. Assuming a solution 

of the form 𝑝 = 𝐴 × 𝑒𝑥𝑝(−𝑖ωτ(𝑥, 𝑦′)) with τ(𝑥, 𝑦′) describing the time delay and 𝐴 a complex 

constant, Eq.(2.12) can be simplified to its high-frequency approximation, known as the eikonal 

equation, 

(
∂τ

∂𝑥
)
2

+ (
∂τ

∂y′
)
2

=
1

𝑐2(𝑥, 𝑦′)
 (2.13) 

where 𝑐(𝑥, 𝑦′) is the wave velocity. Solution to Eq.(2.13) could be thought as the expansion of 

wavefronts with constant phase. In the (𝑥, 𝑦′) domain, such solution provides an approximation 

of the arrival time of a given wavefront everywhere in the domain. Following the ray theory, 

potential wall-thickness reductions in the pipe correspond to changes in the velocity field, affecting 
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thus the arrival times of the Lamb modes. By monitoring these variations in the arrival times, it is 

possible to make correlations to the 𝑓𝑑 product and thus invert them into the current thickness of 

the pipe. The speed 𝑐 could be either the group or phase velocity depending on the application and 

frequency range. To have accurate inversions, it is essential that the chosen symmetric (S) or 

asymmetric (A) Lamb mode be in a highly dispersive region meaning that it will be sensitive 

enough to small variations in thickness. At frequency range between 1 MHz and 1.4 MHz, the 

phase velocity of Ao is the most attractive due to its dispersiveness and thus was chosen as the best 

candidate for the acoustic modeling. 

An approximate solution to Eq.(2.13) could be obtained numerically using the fast-

marching method (FMM) proposed by Sethian [29], which is based on Dijkstra’s algorithm that is 

capable of calculating the shortest path between nodes in a graph. The FMM adds to Dijkstra’s 

algorithm an upwind finite-different scheme to approximate the gradient which enables the 

calculation of propagating continuous wavefronts in arbitrary velocity models. The FMM initially 

requires the discretization of the (𝑥, 𝑦′) domain of the pipe in a regular grid in which every grid 

point is assigned a velocity value 𝐶𝑖 according to Figure 2.20. Based on these values and given an 

initial arbitrary shaped wavefront, the algorithm estimates the shortest path and thus the arrival 

time of the wavefront at each node of the grid. While the solution to the eikonal equation does not 

consider the scattering that occurs when helical paths intersect, it is still a robust and consistent 

approach to approximate the arrival times in the problem [30], [31]. In addition, Eq.(2.13) is solved 

with the FMM in a fraction of a millisecond which is great advantage over the FEM.  
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Figure 2.20: Discretization of the 2D acoustic domain, and velocity assignment at each node based 

on the assumed 𝑓𝑑 product. The FMM is then utilized to solve the problem. 

2.4. Two-step corrosion assessment  

The proposed corrosion assessment methodology consists of two main steps: 1) corrosion 

localization (CL), and 2) corrosion sizing (CS). Corrosion localization is achieved by using an 

algebraic reconstruction technique (ART). The localization data obtained in the first step, are then 

used in the second step of the methodology, where the acoustic wave equation described by 

Eq.(2.13) is solved iteratively, to minimize the phase velocity travel time of the A0 between the 

experiment and 2D acoustic model. The overall methodology is outlined in Figure 2.21. 
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Figure 2.21: Flow chart of the proposed corrosion assessment methodology. 

2.4.1. Corrosion localization  

In general, algebraic reconstruction algorithms model the medium as an array of unknowns 

and then attempt to construct algebraic equations for these unknows in terms of measured 

quantities, e.g. attenuation, travel-time [21]. These algorithms offer an efficient alternative to 

probabilistic reconstructions due to their ability to handle sparsity extremely well. The algebraic 

reconstruction algorithm (ART) is suitable for quantitatively mapping low-contrast, similar-to-

incident wavelength damages in pipes. [32]. In this work, the potential of ART to be used as 

localization scheme for a large internal corrosion damage, is exploited. For the sake of clarity, the 

implementation of the ART algorithm is here briefly summarized. The overall procedure can be 

described by a set of linear equations according to 
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𝑨(𝑚×𝑛)𝒙(𝑛×1) = 𝒅(𝑚×1) (2.14) 

with 𝑨 being the weight matrix, 𝒅 the damage coefficient vector and 𝒙 containing the unknowns. 

Implementation of the ART first requires the consideration of multiple replicas of the pipe’s 

unwrapped surface to allow all helical rays to be represented by straight lines and the resulting 

surface is then discretized in square cells. Every helical ray has a row vector entry 𝒘1×𝑛
𝑖−𝑗

 in the 

weight matrix 𝑨 with length equal to the total number of the cells 𝑛 in the problem. This vector 

𝒘1×𝑛
𝑖−𝑗

 contains a metric of the influence of the given helical ray to the specific cell estimated by 

the length that intersects that cell and by excluding any refraction effects this operation becomes 

linear. The total number of rows 𝑚 in the weight matrix 𝑨 corresponds to the maximum number 

of individual helical rays considered in the problem. The right side of the Eq.(2.14) requires the 

estimation of the damage coefficient 𝒅 which represents the baseline difference of a certain 

quantity for each helical path considered in the problem. The attenuation of either A0 or S0 could 

serve as damage coefficient, since the first was found to be robust in detecting similar to 

wavelength defects, and the second sensitive in large shallow defects [9], [21]. In this work, the 

modal energy ratio 𝐸S0/A0
 attempts to combine the attributes of both modes and was defined as the 

non-dimensional ratio: 

𝐸𝑖−𝑗,𝑐
ℎ =

ℋ (𝑠(𝑖−𝑗)

(ℎ,S0)
)

ℋ (𝑠
(𝑖−𝑗)

(ℎ,A0)
)
 (2.15) 

where ℋ is the peak of the envelope of the Hilbert transformed signal of the corresponding pair of 

actuator-receiver 𝑖 − 𝑗 of the helical order ℎ. Each mode was isolated in time by dividing its helical 

path length with the corresponding group velocity  𝑡𝑖−𝑗
ℎ = 𝑙𝑖−𝑗

ℎ /𝐶𝑔𝑟. The damage coefficient (𝒅) 

is thus calculated according to 

𝒅i−j,c
ℎ = (

𝐸𝑖−𝑗,0
ℎ − 𝐸𝑖−𝑗,𝑐

ℎ

𝐸𝑖−𝑗,0
ℎ )

2

 (2.16) 
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where, subscripts 0,𝑐 denote the damage free and current states of the pipe, respectively. Column 

vector 𝒙 with size 𝑛 contains the unknowns for every cell that the problem will be solved for. 

Solution to this system of linear equations can be obtained by an iterative scheme based on 

Kaczmarz’s method as follows: 

�⃗⃗� (𝑖) = �⃗⃗� (𝑖−1) +
𝒅(i) + �⃗⃗� (i−1) ⋅ �⃗⃗� i

�⃗⃗� 𝒊 ⋅ �⃗⃗� 𝒊
�⃗⃗� 𝒊 (2.17) 

Once the method converges to a solution, the additional replicas considered initially, are 

superimposed to yield the physical unwrapped surface of the pipe, and the corresponding value of 

each pixel is normalized to the maximum. This produces an image whose pixels intensity shows 

areas that according to the energy ratio depict potential damage. 
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Figure 2.22: Thresholding the output of the ART to localize areas depicting damage. a) example 

of image obtained by using the ART, b) estimation of the optimal threshold point and c) the filtered 

output. 

To extract information from the image, a threshold must be applied to help isolate the pixels 

with the highest algebraic values and eliminate potential artifacts. By varying the threshold level 

and plotting the variance of the pixels that are active at each step, it is possible to identify an 

approximate value at which the image becomes stable. Clusters of pixels appear in the image after 

thresholding, thus for every cluster the one with highest intensity is considered. The coordinates 
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are stored in vector ϵι,𝑐 where ι the number of coordinates extracted from each image at current 

state of the pipe 𝑐. Figure 2.22(a) shows a typical image output of the ART based on the 

experimental readings of the six-sensor layout and Figure 2.22(b) the corresponding variance plot. 

Choosing a threshold is a manual procedure, thus the value needs to be larger than 0.5 and in a flat 

region of the variance plot. For the case in Figure 2.22(b) threshold was chosen around 0.76 which 

enables the isolation of the pixels that are close to the corroded area as shown in Figure 2.22 (c) 

and of whose Cartesian coordinates will be passed to the second step of the methodology. 

2.4.2. Corrosion sizing 

The corrosion sizing process assumes a single, Gaussian-shaped damage that is described 

by three parameters 𝑙1,  𝑙2,  𝑡𝑤
𝑐 , the first two representing its circumferential and meridional extent 

and the latter corresponding to the current thickness at its center. Other shapes could also be 

considered by introducing additional parameters, although this typically works in the expense of 

the overall computational efficiency of the algorithm. Parameters 𝑙1,  𝑙2 are chosen to range 

between the smallest size of damage that straight ray tomography can detect i.e., the width of 

Fresnel zone, and a maximum no larger than the smallest distance between the PZT’s attached on 

the pipe. Parameter 𝑡𝑤
𝑐  ranges from 0 to initial undamaged thickness 𝑡𝑤

𝑜 . For a given set of values 

of  𝑙1,  𝑙2,  𝑡𝑤
𝑐  the assumed corrosion profile 𝑐𝑝 is constructed according to: 

cp = tw
o − exp((−𝑙1

2 − 𝑙2
2) ∗ {(𝑡}𝑤

𝑜 − 𝑡𝑤
𝑐 )) (2.18) 

and then translated to a phase velocity distribution using the dispersion relationships. A typical 

example of the constructed 𝑐𝑝 is illustrated in Figure 2.23. For each state 𝑐 of the pipe, CS accepts 

the coordinates (𝑥ϵι,𝑐
, 𝑦ϵι,𝑐

) from vector ϵι,𝑐 one at a time and places the center of 𝑐𝑝 velocity 

distribution at that coordinate location on the 2D-(𝑥, 𝑦′) acoustic grid. The centroid of the 𝑐𝑝 

velocity distribution is replicated κ times in coordinate locations (𝑥ϵι,𝑐
, 𝑦′ϵι,𝑐

± κ𝜋𝐷) according to 

the maximum number of helical orders ℎ considered. The remaining nodes of the grid are assigned 

the undamaged 𝑓𝑑 product phase velocity. An additional parameter 𝑟 is then introduced, to allow 
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the assumed 𝑐𝑝 velocity distribution to be shifted in the area around the initial coordinate location 

provided by ϵι,𝑐. This has the potential to reduce uncertainties derived from localization and 

potentially increase the location accuracy. The eikonal equation is solved sequentially for the range 

of the four parameters ℊ = (𝑙1,  𝑙2,  𝑡𝑤
𝑐 , 𝑟) assuming that the initiation of the wavefront happens at 

a single location. This process is repeated for the total number of the transducers 𝓃, while the 

phase velocity travel time 𝓉𝑖−𝑗,𝑐
ℎ,ℊ

 is calculated at 𝓃 − 1 nodes corresponding to the receivers. 

Baseline subtraction is then performed on the estimated travel time to define the simulated set of 

travel time lag δ̅𝓉𝑖−𝑗,𝑐
ℎ,ℊ

 according to: 

δ̅𝓉𝑖−𝑗,𝑐
ℎ,ℊ

= 𝓉𝑖−𝑗,0
ℎ − 𝓉𝑖−𝑗,𝑐

ℎ,ℊ
 (2.19) 

with 𝓉𝑖−𝑗,0
ℎ  being the undamaged travel time. 
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Figure 2.23: Modeling of a local wall-thinning in the 2D acoustic model. a) A Gaussian shaped 

phase velocity distribution defined by 𝑙1,  𝑙2,  𝑡𝑤
𝑐   and b) the corresponding phase velocity 

distribution that runs in the area confined by 𝑟 = 5 cm. 

 

The observed set of travel time lag δ𝓉𝑖−𝑗,𝑐
ℎ  is calculated using the zero-crossing method 

[33], in the same manner as in Eq.(2.19). The combination of the parameters ℊ = (𝑙1,  𝑙2,  𝑡𝑤
𝑐 , 𝑟) 

that minimize the simulated and observed travel time lag for all coordinates ϵ𝚤,𝑐  is the final 

estimated profile of the corrosion, according to:   
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𝐼𝑐
ℊ

= min(∑|
δ𝓉𝑖−𝑗,𝑐

ℎ  − δ̅𝓉𝑖−𝑗,𝑐
ℎ,ℊ

δ𝓉𝑖−𝑗,𝑐
ℎ

|) (2.20) 

2.4.3. Test 3 – Accelerated corrosion 

An accelerated corrosion test was performed inside a steel pipe using the impressed current 

technique [34], [35]. The test specimen was a 1.52 m (5’) long carbon steel pipe with outer 

diameter and wall thickness of 304.8 mm (12 in.) and 3.4 mm (0.13 in.) respectively. Saltwater 

solution was sustained in the pipe by a rectangular Plexiglas tank of approximate size 250 mm × 

100 mm that was installed in the six o’clock location and 160 mm (7 in.) away from the pipe edge. 

The tank was attached to the steel surface using epoxy adhesive and sealant was applied to the 

perimeter to avoid potential leakage. Direct current was applied to the saltwater solution through 

the stainless-steel wire mesh that was secured around the tank. The pipe was instrumented with six 

PZTs of diameter 6 mm, in pairs of two diametrically opposed. These pairs where 0.6 m apart and 

with 30° relative angle between them. The layout of the PZT transducers was chosen in order to 

minimize the overlapping between helical modes 15. Waveforms were generated using a 20 MHz 

Bandwidth, 1-Channel, 14-Bit PXI waveform generator and recorded with a 60 MHz, 12-Bit PXI 

oscilloscope. Each PZT signal was amplified using OLYMPUS 5560B with a gain of 40 dB, 

averaged with 1000 samples and had a total duration of 1.5 ms. An overview of the experimental 

setup is shown in Figure 2.24. The test was concluded after 10 cycles during which the remaining 

thickness was estimated using conventional pulse-echo. Readings were taken at the outside bottom 

of the cylinder, on a 7 × 5 rectangular grid using a 10 MHz probe as shown in Figure 2.24 (b). 
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Figure 2.24: Overview of the experimental setup. a) View of the salt-water tank inside the pipe 

and b) the corroded surface of the pipe during the test 

At each cycle of the corrosion test the following steps were carried out: 1) remove the 

saltwater from the tank; 2) perform pulse-echo measurements; 3) perform helical guided wave 

inspection; 4) refill the tank with saltwater; 5) apply a five-hour DC current (5A, 20V). The test 

was concluded at cycle no.10 where the remaining wall thickness was approximately half of the 

initial. The remaining thickness of the pipe  𝑡𝑤
𝑐  after each cycle, was estimated based on the 

Faraday’s law of electrolysis: 

t𝑤
𝑐 = 𝑡𝑤

𝑜 −
𝑀𝐹𝑒𝐼𝑡

2𝐹𝐴𝑐ρ𝐹𝑒
 (2.21) 

The values of the variables and constants used in Eq. (2.21) are summarized in the Table 

2.2. According to the theoretical model, the wall thickness was reducing at a rate of 0.154 

mm/cycle that correlates well with the pulse-echo readings. Faraday’s relation as well as the 

images of the water tank reconstructed from pulse echo are shown in Figure 2.25. To obtain the 

thickness profiles of the water-tank according to Figure 2.25 (b) cubic interpolation was performed 

on the original pulse echo-grid data. 
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Table 2.2: Variables and constants used in Eq. (2.21) 

Variables & Constants Value 

Initial thickness 𝒕𝒘
𝒐  (m) 0.0034 

Molar mass 𝑴𝑭𝒆 (mol/kg) 0.055845 

Current 𝐈 (A) 5 

Faraday’s constant 96485.3329 

Steel density 𝛒𝑭𝒆  (kg/m3) 7800 

Corroded region area 𝑨𝒄 (m2) 0.025 

Elapsed time 𝒕 (h) 5 hr./cycle 

 

Considering five helical orders propagating between all sensor pairs for the PZT layout 

resulted in a total of sixty unique helical paths. The illustration of these paths in the 2D (𝑥, 𝑦′) 

domain is shown in Figure 2.26. A distinction between those paths propagating through the 

corroded area and the ones propagating away from it, is also performed using purely geometric 

characteristics of the HGUW. It was estimated that 21 of these paths intersect the corrosion area, 

while the total length of intersection ranged from 5 cm to15 cm. 
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Figure 2.25: Estimations of the remaining thickness of the corroded area for every cycle of the test 

based on a) the Faraday’s Law of electrolysis and b) Pulse-echo measurements on the bottom side 
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Figure 2.26: Demonstration of the five helical orders considered in the problem. a) The paths 

traveling though and b) the paths traveling away from the corrosion 

The output coordinate locations of the CL step, ϵ𝚤,𝑐 , are presented in Figure 2.27 for cycles 

1-10 of the experiment. Overall, it can be observed that the proposed ART scheme can accurately 

depict potential damage locations in the pipe surface, since most of the coordinate points are 
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gathered around the corrosion patch. Outliers away from the actual corrosion area are present only 

during the first cycles of the test, suggesting that the localization process is progressively getting 

more accurate. This is quantitatively demonstrated by normalizing the distance of each coordinate 

in ϵ𝚤,𝑐 to the corrosion area, with the maximum potential distance on the pipe for every cycle of 

the test. Cycle 1 has an overall accuracy of 86.6% while cycle 10 reaches accuracy of 96.6%. The 

cumulative damage coefficient 𝑑𝑚 was also calculated for the experimentally estimated energy 

ratio based on Eq.(2.16) and the results are presented in Figure 2.28. The energy ratio of the helical 

paths intersecting the damaged region shows to be much more sensitive compared to the paths 

propagating in pristine material which strongly agrees with conclusions drawn from the finite 

element models. While numerically the cumulative damage coefficient of the through-corrosion 

paths has an increasing monotonic relation with the corrosion progression, experimentally such 

relation is not observed. This might originate from the sensitivity of the PZT to each mode, 

considering that a disk-like sensor is attached on a curved surface. Despite this mismatch, the 

overall sensitivity of the energy ratio shows strong correlation with the wall-thinning which is the 

main objective in the CL step. 

 

  

Figure 2.27: The output coordinate locations of the ART localization (ϵι,𝑐) for cycles 1-10. 
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Findings of the CS are summarized in Figure 2.29. The estimated corrosion profiles are 

presented for the corresponding test cycles 2, 5, and 10. In terms of sizing the corrosion patch, the 

proposed scheme is shown to perform well even in the early stages of the test. Thickness loss was 

estimated to be around 5%, 25%, 47% for the three cycles in which the thickness loss was expected 

to be 10%, 25%, and 50% respectively. Regarding the overall shape of the corrosion patch, cycles 

2 and 5 slightly underestimate it, suggesting a more circular profile, while in the case of the 10th 

cycle the reconstructed shape approaches a more elliptical shape with dimensions almost exact to 

the original damage. A possible source of error especially in the early stages of the corrosion 

process (large 𝑓𝑑 products), is the fact that the phase velocity of the A0 experiences less dispersion 

adding some uncertainty to the numerical and experimental data correlation. This rapidly changes 

once the wall thickness loss nears a quarter of the initial thickness loss and the phase velocity 

enters a much more dispersive region. 
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Figure 2.28: The cumulative damage coefficient 𝑑𝑚 extracted experimentally for each cycle for 

the helical rays that a) interfere and b) do not interfere with corroded area. 
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Figure 2.29: The CS estimations for cycles 2, 5, and 10. 

Furthermore, allowing the parametrization of 𝑙1,  𝑙2,  𝑡𝑤
𝑐  in a distance 𝑟 from the initially 

estimated coordinate point, aided overall in improving that initial estimation according to Figure 

2.30. The gray markers, representing the center of the estimated remaining thickness profiles, have 

a noticeable improvement in their accuracy suggesting that CS has the capacity to also improve 

the localization of the damage. Despite the additional accuracy that the parameter 𝑟 is offering, a 

certain upper limit needed to be set (50 mm) to avoid increasing the computational time needed 

for solving the acoustic model 
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Figure 2.30: Accuracy improvement though the CS. Black marker shows the damage locations 

initially estimated by CL and grey markers the adjusted locations suggested by the CS. 
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2.5. Field test – Monroe Energy, Philadelphia 

A field test was conducted from 8/30-8/31 at the facilities of Monroe Energy in 

Philadelphia with the coordination of Amerapex. This test involved the use of the active guided 

wave inspection using the HGUW. A segment of in-service pipeline was designated by Amerapex 

for conducting tests, which included both corroded and damage-free areas. An overview of the 

testing site is illustrated in Figure 2.31. The pipe was approximately 6 in. in diameter and 0.3 in. 

thick.  

 

 

Figure 2.31: An overview of the experiments conducted at Monroe Energy. 

 

Two 2-meter-long sections of the pipeline were instrumented with a total of nine 

piezoelectric disks each. The PZT’s were attached using epoxy adhesive, and the layout followed 

the guidelines outlined in section 2.1.1. The objective of the experiment was to collect two sets of 

helical guided waves from sections A and B and then apply first the localization and then the 2-

step corrosion assessment techniques. Section A was in an overall good external condition with no 

significant thickness loss at any location. In contrast, section B had at least three oval-shaped pits 

and an estimated thickness loss of at least 0.13 in. at these locations. 

.    
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Figure 2.32: The damage-free section of the pipeline (Section A)  

 

 

Figure 2.33: The damaged section of the pipeline (Section B)  
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 The HGUW were excited using a frequency sweep between 50-250 kHz and amplified 

with 60dB. During the post processing of the time domain signals, the fast Fourier transform was 

initially used to investigate its frequency components. According to Figure 2.34 the signal is 

comprised of dominant frequencies up to 1.5 MHz which was far beyond the frequency of 

excitation. Bandpass filtering was also applied at the signal but since frequencies, more than 

500kHz were initially dominant, it was impossible to maintain a large enough amplitude. Similar 

frequency content had been recorded from all the sensors in the test. 

 

 

Figure 2.34: Typical time-domain signal and the corresponding Fast-Fourier transform. 

 

Conclusions from the test 

After an intensive effort to denoise the collected signals, we concluded that it was 

impossible to be used towards corrosion localization and for tomography purposes. We believe 

that the main contributor to this outcome was the poor contact of the PZT sensor to the pipe’s 

surface. Typically, a smooth surface beneath the sensor is required for a proper ultrasonic 

excitation to occur. During the field test, it was impossible to locally create such ideal conditions 

primarily due to restrictions from the operator. In addition, the relatively high surface temperature 

of the pipe did not allow for the epoxy to properly dry out, thus resulting in a poor sensor-to-

structure contact. Besides, vibrations were induced in the pipe from surrounding machinery 

leading to a very poor signal-to-noise ratio. 
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In future field tests, special attention should be given to the selection of the specimen and 

make sure that the locations of the sensors are not heavily corroded or extremely rough. An option 

would be to use sandpaper to locally smooth out the surface without compromising the thickness 

of the pipe. Also, an epoxy with a higher temperature rating can be used to overcome the issues of 

hot pipe surface and to ensure strong bonding of the sensor to the structure. 

2.6. Summary 

In this chapter, a comprehensive study on the theoretical aspects and practical 

considerations of the HGUW has been presented. It has been demonstrated that HGUW can be 

effectively utilized in large diameter pipes for both damage localization and imaging. This class 

of waves allow to consider multiple propagation paths around the cylinder’s surface thus radically 

reducing the need for sensing units. An adopted ART has been developed for localizing different 

damages on the pipe’s surface based on a baseline comparison of the fundamental Lamb modes. 

Furthermore, an approach for reconstructing the pipe wall thickness has been developed based on 

a 2D acoustic model. This algorithm allows to estimate the current thickness of the pipe using a 

parametric scheme that attempts to minimize the phase velocity from experimental readings and 

the numerical results. This approximation is valid when the damage profile is significantly larger 

than the incident wavelength.  

 During the collection of field-testing data, several practical issues introduced extremely 

high levels of noise in the collected signals making the application of the HGUW impossible.  Such 

issues included the poor bonding of the PZT sensor to the pipe, the overall poor external condition, 

and the high surface temperature of the inspected pipeline. 
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3.3. Numerical modeling of HGUW 

 

The finite element methods (FEM) for GUW modeling, has been a powerful tool which 

allows the study of various parameters that affect the propagation of the waves. Through 

parametric studies, it is possible to introduce different defects in the structure while exciting 

GUW’s at different frequencies. Analyses can be carried out in both time and frequency domains, 

and typically the scattered field is monitored through nodal displacements. Most of the literature 

reports findings using simplified 2D models since they can be accurate and time efficient. Moser 

et al.[36] have set the foundation for properly using finite element procedures to solve guided wave 

propagation problems. They compared analytical solutions to finite-element models and concluded 

that FEM can be successfully used especially when analytical solutions are difficult to obtain 

which is the case for complicated geometries. Their work was based on 2-dimensional analyses 

that assume plane-strain conditions along the width of the waveguide. They also proposed 

guidelines for ensuring adequate temporal and spatial resolution of the FEM obtained solution. 

Lowe et al. [7] studied the reflection coefficient of the A0 mode from rectangular notches and 

cracks of various sizes and depths. These defects have been introduced in the models by means of 

removing elements and creating step-like thickness variations. They used FINEL, an FEM 

program developed at Imperial College, and assumed 2D plane strain conditions. One of the 

significant outcomes of this study was that the A0 mode is very sensitive when the depth of a notch 

is larger than the 20% of the initial thickness. In addition, they proposed applying anti-symmetric 

nodal displacements to excite pure A0 mode in the model. More recent studies have considered 3-

dimensional (3D) FEM models with more realistic defect modeling. For example, Howard et al. 

[37], [38] presented a numerical study, where the sensitivity of circumferential guided waves to 

wall thinning in pipes was evaluated based on both their reflection and transmission. They 

considered three Lamb modes S0, A0 and SH1 propagating through different thickness profiles in 

a pitch catch configuration in the circumference of a pipe. It was reported that S0 has the potential 

to be utilized when large and shallow defects are under investigation while SH1 was more sensitive 

when used in transmission. They also highlighted that anti-symmetric A0 is less sensitive compared 

to the other two modes. In addition to studying the interaction of guided wave modes with defects, 

the FEM have been also used for generating synthetic data which are used in inverse problems 
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dealing with guided wave imaging. Willey et al. [39] used the commercially available Multiphysics 

software COMSOL to simulate experimental datasets to be used in an iterative scheme that 

estimates the remaining thickness in a steel pipe.   

The current section of this report is providing the framework for modeling the helical 

guided waves using the finite element method.  While the literature is extensive on the modeling 

of guided waves, limited work has been reported on investigating the numerical modeling of 

HGW. First, a discussion is made on selecting typical parameters concerning the HGW like the 

excitation types, the numerical integration step, the element size, and ways to eliminate reflections 

using absorbing layers. Second, a sequence of models is presented which use approximately the 

same geometries of pipes used in experimental tests. The locations of PZT sensors used in 

experiments, are approximated by nodal displacement recordings in the FEM. The objective is to 

verify the efficiency and applicability of the proposed methodology presented in Chapter 3, in a 

noise-free environment. In addition, qualitative observations are made on the propagation of the 

fundamental Lamb modes and the scattered field when the modes are incident on corrosion-like 

wall thinning. The simulations presented in this report have been created using the ABAQUS 

commercial software and solved using ABAQUS-explicit [40], a time-domain solver based on 

explicit integration. 

3.1. Modeling considerations 

 

Excitation 

 

Different approaches exist that allow the excitation of Lamb-type guided waves in a finite-

element model. This can be achieved by either a nodal displacement or force. It should be noted 

that the displacement field imposed by guided waves is orders of magnitude smaller compared to 

pipe global vibration modes thus, no boundary conditions are required in finite-element modeling. 

Considering that no boundary conditions are imposed, a displacement excitation is easier to cause 

a model instability or rigid body movement. For this reason, unit force excitations are chosen.  

Excitation of purely symmetric or anti-symmetric Lamb modes can be achieved by 

imposing equivalent distributions of nodal displacements through the cross-section of the cylinder 

as demonstrated in Figure 3.1. These forces attempt to reproduce the radial displacement 
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distribution of each of either symmetric or anti-symmetric modes. Regarding the 3rd force 

excitation, it has been reported that it is the most efficient approach to simulate the piezoelectric 

effect, without the requirement of elaborate simulations [26]. 

 

Element size & integration step 

 

The overall accuracy of finite element modeling of elastic waves is dependent on the spatial 

and temporal resolution on the model. The largest size of a finite element 𝑙𝑚𝑎𝑥 is related to the 

smallest wavelength λ𝑚𝑖𝑛  expected in the analysis. To achieve appropriate spatial resolution, 10 

nodes per wavelength are considered adequate [41] even though for increased accuracy studies 

have suggested using 20 or more nodes per smallest wavelength [42]. This condition is expressed 

as 

𝑙𝑚𝑎𝑥 =
λmin

20
 (3.1) 

 

 

Figure 3.1: Demonstration of the input displacements required to excite different Lamb wave 

modes. Excitations may create pure symmetric and anti-symmetric Lamb modes or a piezoelectric-

type input that contains both modes. 
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Typically, the A0 mode is depicting 𝑙𝑚𝑎𝑥 since it has the smaller phase velocity at 

frequencies below 1.5 MHz-mm. In addition, another condition must be met for through-thickness 

resolution according to  

𝑙𝑚𝑎𝑥 =
𝑑

10
 (3.2) 

where 𝑑 is the thickness of the pipe [43]. The stability of the numerical integration schemes is 

usually achieved by properly choosing the integration time step Δ𝑡 . Stability is usually maintained 

using 20 points per cycle at the highest frequency [36] according to  

Δ𝑡 =
1

20𝑓𝑚𝑎𝑥
 (3.3) 

although the smallest size of the element chosen in the mesh imposes another stability criterion 

typically  

Δ𝑡 =
𝑙𝑚𝑎𝑥

𝐶𝑑
 (3.4) 

where the dilatational wave speed. The smallest value of Δ𝑡 derived from Eq.(3.3) and Eq.(3.4) 

and is used in the analysis. 

 

 

Non-reflecting boundaries – ALID 

 

The easiest approach to minimize the effect of reflected waves is to extend the size of the 

finite element model such that reflecting edges are far from the area of interest. This approach is 

often convenient in 2-dimensional numerical models. Considering the size of the 3-dimensional 

pipe in addition to the required refinement in element size to capture high frequency perturbations, 

extending the FE model size is prohibitive because it leads to extremely large analysis times. Other 

methodologies exist to mitigate the unwanted reflections which are based on introducing a small 

number of finite element layers near the edges with gradually varying acoustic properties aiding 

to damping the energy of the incident wave. Two methodologies have been widely used and are 
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the Absorbing Layers with Increased Damping (ALID) and the Perfectly Matched Layers (PML) 

[44]. In this work, the ALID approach has been used due to easier implementation in ABAQUS. 

 

 

Figure 3.2: Details on constructing the ALID on the cylinder edge to avoid reflections. 𝑛 number 

of FEM-width size layers needed, and each layer is assigned a progressively higher mass-

proportional damping coefficient 𝐶𝑀. 

ALID is based on introducing mass-proportional Rayleigh damping 𝐶𝑀 in the layers 

adjacent to the model edge according to Figure 3.2. The required length of the ALID layer 𝐿𝑎𝑙𝑖𝑑 is 

typically decided using the maximum wavelength λ𝑚𝑎𝑥  anticipated, according to  

𝐿𝑎𝑙𝑖𝑑 = λmax × 3 (3.5) 

Over the ALID length, damping 𝐶𝑀 varies according to a cubic law between 0 and a maximum 

value 𝐶𝑀𝑚𝑎𝑥 which is determined based on trial and error until a certain criterion of the amplitude 

of the reflection is met [45]. For guided wave applications at lower frequencies,  𝐶𝑀𝑚𝑎𝑥 can be 

taken as 2.1 × 106 thus the ALID profile can be expressed as 
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𝐶𝑀(𝑥) = 𝐶𝑀𝑚𝑎𝑥 (
𝑥

𝐿𝑎𝑙𝑖𝑑
)
3

 (3.6) 

According to studies [46], the change in 𝐶𝑀 between adjacent layers of the ALID should be 

minimized thus its suggested to have one finite element per layer. 

 

Other modeling parameters 

 

Linear elastic conditions have been considered for all analyses. The elastic properties of 

steel are presented in Table 3.1. Linear 8-node elements (C3D8R) were used throughout the 

modeling. The analyses have been carried out on a on a workstation computer with an Intel Xeon 

W-2145 CPU clocked at 3.7 GHz and 64 GB of RAM. 

 

Table 3.1: Elastic Properties of steel utilized in FEM simulations 

Modulus of Elasticity (𝐸) 210 (GPa) 

Poisson’s ratio (ν) 0.3 (-) 

Density (ρ) 7800 (kg/m3) 

 

3.2. Scattering of the A0 from 30 mm × 30 mm, 50% uniform wall thinning 

The geometry of the FE model is demonstrated in Figure 3.3. The element size was 0.43 mm 

through the thickness and 0.8 mm in the other two dimensions. This corresponds to roughly 10 

elements per wavelength in the longitudinal direction, eight elements in the through-thickness 

direction resulting in approximately 18 million elements. The stable time increment was set at 20 

ns and the duration of the analysis was set at 1.5 ms. Anti-symmetric mode A0 was excited by 

applying nodal forces in the radial direction and the excitation consisted of a 5.5 Hanning-

windowed toneburst with central frequency at 300 kHz. The normal to surface displacement was 

recorded at the six exact locations of the piezoelectric PZT sensors used later in the corresponding 

experimental setup.  
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Figure 3.3: Finite element model constructed based on Experiment 1. The model geometry, the 

thickness loss profile, and the nodal recording locations.  

Two different cases were considered. First, a defect free pipe was modeled. Then, 

corrosion-like damage (D1) was simulated on the inner surface of the pipe by reducing the wall 

thickness. This reduction was chosen to be 50% of the initial thickness of the pipe in order to be 

able to measure significant amplitude variation of the A0 mode. Figure 3.3 shows the simulated 

damage, which was 30 mm × 30 mm (1.18 in. × 1.18 in.) in the longitudinal and hoop directions 

respectively. The damage-to-wavelength ratio was chosen to be around three to avoid total 

reflection or total transmission.  

The accuracy of the ART localization relies on accurately measuring the differences of the 

modes in the pristine and damaged states of the pipe. Figure 3.4(a) presents the nine helical paths 

connecting sensors S1, S4 and Figure 3.4 (b) the corresponding typical time histories obtained 

from the numerical model. According to the helical paths presented, it is expected that the modes 

of the first, fourth, fifth, eight and nine helical orders will be affected by defect D1 as opposed to 

the rest of the helical order modes. This is demonstrated in Figure 3.4 (c) where the absolute value 

of the baseline subtraction is shown. Significant differences can be seen for the modes that interact 

with the damage and rather insignificant differences are observed for the rest. The presence of 
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edge reflections can be omitted for two main reasons. First, there is no temporal overlapping 

between reflections and the modes of interest. Second, any reflections from the edges of the pipe 

are usually being suppressed by the baseline subtraction. A close comparison of the arrival of the 

first helical order mode is made in Figure 3.4 (d). The direct interaction of the first helical order 

mode with the damage D1 seems to have significantly altered the phase velocity of the mode but 

at the same time has no impact on the group velocity, which basically remains the same. These 

quantitative differences can be observed in Table 3.2 after using Eq.(2.10). The damage 

coefficients of the modes interacting with the damage are notably higher compared to the rest of 

the modes. 

The algebraic solution for the input set of damage coefficients 𝑑𝑖,𝑗
𝑚 , calculated from the 

numerical model, is presented in Figure 3.5. The pixels having the largest absolute numeric value, 

belong to the area covered by the modeled damage as opposed to the rest of the image pixels which 

have significantly lower values. It should be noted at this point that the pixels corresponding to the 

locations of the sensors have naturally large numeric value after solution. This happens because 

there is a concentration of helical paths initiating at those pixels thus their effect is filtered out.  
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Figure 3.4: Demonstration of the interaction of the A0 mode with the simulated damage in the 

numerical model: (a) schematic of the nine helical paths between sensors S1 and S4, (b) typical 

normal-to-surface displacement at location of sensor S4, (c) the absolute value of the baseline 

subtraction, and (d) the magnified portion of the signal showing relative differences of the 1st 

helical order mode. 

To isolate the locations in the reconstructed image with the highest numeric values, the 

following procedure had been followed. First the image is convoluted by a 3 × 3 moving window 

in order to accumulate contributions from nearby pixels, then the value of each pixel is normalized 

to the one with the maximum value and finally, cubic interpolation is performed to increase the 

resolution of the picture. The overall procedure is outlined in Figure 3.6. The final reconstructed 

image for the numerical model can be seen in Figure 3.6 (c). Perfect agreement between the exact 

location of the simulated defect and the reconstructed image can be observed. The image exhibits 

a minimum number of artifacts primarily due to exciting only the A0 mode. Thus, without loss of 

generality, results obtained from the finite element model demonstrate the full capacity of the 

proposed algebraic reconstruction algorithm. 
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Figure 3.5: Normalized algebraic solution (before averaging) for the numerical model input 

damage coefficients 𝑑𝑖,𝑗
𝑚 : a) unwrapped 2D pipe representation, b) focus on pixels corresponding 

to the actual damage location. Note: the color map is normalized with respect to the maximum in 

subfigure (a). 

 

Table 3.2: Damage coefficient 𝑑 when excitation happens at sensor S1 

Sensor pair 1-3 1-4 1-5 1-6 

1d   0.00 0.50 0.01 0.00 
2d  0.00 0.08 0.58 0.00 
3d  0.00 0.14 0.05 0.16 
4d  0.06 0.70 0.16 0.04 
5d  0.02 0.07 0.00 0.08 
6d  0.06 0.05 0.05 0.22 
7d  0.09 0.58 0.02 0.03 
8d  0.18 0.63 0.04 0.27 
9d  0.20 0.10 0.05 0.09 
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Figure 3.6: Procedure followed for isolating damage location and smoothing the reconstructed 

image a) solution from ART, b) averaged image, c) interpolated image 

3.3. Scattering of the A0 from a 50 mm × 30 mm, 30% uniform wall thinning  

A 60-cm section of a 1.52 m (5 ft) long carbon steel pipe, with diameter and wall thickness 

of 30.48 cm (12 in.) and 3.416 mm (0.1345 in.) respectively was modeled according to Figure 3.7. 

The PZT sensors were modeled as displacement recording nodes, while the excitation was 

simulated by a tangential force on the surface of the pipe corresponding to the exact locations of 

the transmitting PZT sensor. The excitation frequency was chosen to be 300 kHz, which falls in 

the range of frequencies described in Chapter 2. Damage was introduced in the numerical model 

by reducing the wall thickness in the outer surface at the location corresponding to damage D1 by 

30% which was the estimated in the experimental tests. In order to obtain adequate spatial and 



 80 

temporal resolution, eight elements have been used in the thickness of the pipe, while 15 elements 

for the smallest wavelength in the propagation direction. Explicit solver was utilized to obtain time 

domain results with total duration 1 ms. Absorbing layers using the ALID have been used at the 

two edges of the cylindrical geometry to remove unwanted reflections. 

 

 

Figure 3.7: Finite element model details based on experimental test 2.  

Figure 3.8 demonstrates the tomographic image obtained using the numerical model along 

with the typical time histories between sensors S3-S6. The reconstructed image has enough 

accuracy to localize the simulated damage and it is almost artifact free. The baseline subtraction 

signal between sensors S3-S6 clearly indicates that helical orders one, four and five have been 

significantly altered due to the interaction with the damage. The fact that the differential signal can 

isolate with such efficiency the affected modes, allows for the numerically obtained image to be 

accurate and experience minimal artifacts. 
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Figure 3.8: Results obtained from the numerical model a) reconstructed image b) time history and 

differential signals between sensors S3-S6. 

3.4. Scattering of the S0 & A0 from a 250 mm × 100 mm, non-uniform wall thinning  

A fundamental investigation of the sensitivity of the modal energy ratio 𝐸S0/A0
 and the travel 

time lag δ𝓉 was performed using a 3D finite-element model constructed using ABAQUS software. 

Solution of the guided wave problem was achieved using the time-domain explicit solver. Overall, 

the dimensions of the 3D model were identical to the pipe used in the experiment according to 

Figure 3.9. In a series of numerical analyses, the thickness profiles obtained experimentally using 

pulse-echo were incorporated in the model, more specifically for the damage free case and cycles 

2,4,6,8,10 as it will be demonstrated in Section 2.4.3. Excitation of both the fundamental modes 

was achieved by using a Hanning modulated, 300 kHz tone burst in the longitudinal direction, 

tangent to the outer surface. 
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Figure 3.9: Finite element model in ABAQUS. a)  3D view of the pipe and b) side view showing 

the recording nodes 

Cubic elements of approximate size 0.6 mm have been used to discretize the geometry 

resulting to approximate 32×106 nodes. Absorbing boundaries with a width of 10 cm were modeled 

at the ends of the cylinder using the absorbing layers with increased damping (ALID) to minimize 

any undesired reflections. In order to consider just the first five helical orders, the duration of the 

time domain analysis was set at 850 μs for all excitation-receiver pairs.  

Two sets of nodes were introduced in the model, 1-6 representing the approximate 

locations of the PZT’s used in the experiment, and 7-12 their inner opposite corners according to 

Figure 3.9(b). Excitation of helical waves was happening one at a time from the nodes on the outer 

surface, while the remaining 11 were recording the displacement components in (𝑥, 𝑦, 𝑧). Having 

the normal to surface displacement component at both free nodes of the cylinder, it was possible 

to use symmetry to isolate the Ao and So modes by adding and subtracting the signals [26].  
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Figure 3.10: Typical waveform obtained using the FE model, depicting the first arrivals of the 

fundamental modes, with and without the use of absorbing layers (ALID). 

The effectiveness of utilizing the ALID to dissipate the energy reflected from the edges of 

the model is demonstrated in Figure 3.10. In the case on the model without ALID, a reflection 

from edge of the cylinder is recorded prior to the arrival of the A0 while for the second case this 

reflection disappears. In general, the introduction of damping tends to increase the computational 

time of the numerical integration although, the ability to suppress unwanted reflections distorting 

the helical modes outweighs the additional analysis time.   
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Figure 3.11: Extracting signals containing only symmetric S0 and asymmetric A0 modes from the 

numerical model. The signals recorded a) at the two free nodes, b) the isolated modes, c) first and 

d) second helical order Ao modes from isolated signal. 

An example of the procedure followed to separate the fundamental modes in the numerical 

model is demonstrated in Figure 3.11, for excitation happening at node 1 (or PZT 1) and 

displacement being recorded at nodes 3 and 9 (see Figure 3.9). The normal to surface 

displacements are added and subtracted to yield signals containing only A0 and S0 respectively. 

The first two helical orders of the A0 are shown for Figure 3.11 (c)(d) for the pristine state and 

simulated cycle 2 (~ 10% thickness loss). A simple comparison reveals that a given helical mode 

that does not intersect the simulated damage essentially remains the same, while for the other case, 

significant amplitude variation as well as phase shift is observed. 
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Figure 3.12: Sensitivity evaluation using the numerical model for a) the cumulative damage 

coefficient and b) the phase velocity lag of the A0. 

The sensitivity of the modal energy ratio and the travel time lag in numerical modeling for 

cycles 2,4,6,8,10 was estimated, and the results are illustrated in Figure 3.12. To evaluate the 

overall sensitivity of the energy ratio, the cumulative damage coefficient was defined as:  

𝑑𝑚 = ∑𝑑𝑖−𝑗,𝑐
ℎ

Ν

1

 (3.7) 
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which is simply the summation of the damage indices for the number of paths in each category 

(through and away from corrosion) Ν, for each state 𝑐 of the simulated corrosion progress. 

Figure 3.12(a) demonstrates that as corrosion progresses and the remaining thickness is 

smaller, the damage coefficient 𝑑 and thus the energy ratio significantly grows for those helical 

paths that interfere with the corrosion. In contrast, for the same window, the fluctuation of the ratio 

of modes that propagate away from the damage, appears to be negligible. Such a high contrast in 

the damage coefficient is beneficial to the CL step since it improves the overall accuracy of the 

reconstructed localization image. Figure 3.12(b) illustrates the calculated phase velocity travel 

time lag, for the through corrosion paths. An increasing trend could be observed in the data 

meaning that the phase velocity is decreasing as the thickness reduces. This behavior agrees with 

the dispersion relations for the A0 mode presented in Chapter 3. Some variability is also observed 

in the phase velocity estimations, which is primarily caused by those paths that have a minor 

interaction with the damage area and thus are less sensitive to the thickness variation. The phase 

velocity lag of the S0 mode was estimated as well and it was found to be an order of magnitude 

smaller of the corresponding A0 verifying again that in the 𝑓𝑑 region of interest, the latter contains 

much more information regarding the remaining thickness and thus better suited to be used in CS. 

3.5. Energy of the S0 & A0 when excited in a wall-thinning 

The effect of corrosion on the energy of helically propagating AE events was first 

investigated using a finite-element (FE) model developed in ABAQUS. The model was linear 

elastic with a modulus of elasticity, density, and Poisson’s ratio equal to 210 MPa, 7850 kg/m3, 

and 0.3 respectively. Time-domain explicit integration was used to solve the wave equation using 

ABAQUS-explicit. For modeling purposes, corrosion was approximated as a wall-thickness loss 

having approximate dimensions 20 cm in the longitudinal direction and 10 cm in the hoop 

direction, as shown in Figure 3.13. A variety of approaches exist that allow the excitation of Lamb-

type waves in FE models, including longitudinal or shear dipoles for simulating cracks or 

distribution of nodal forces that excite either symmetric or anti-symmetric modes[47]. For 

simplicity, a point force in the longitudinal direction was used as the excitation at the center point 

of the assumed corroded area which is a common approach for exciting Lamb waves. This force 

was a short 3.5 Hanning-windowed toneburst, applied at the top node of the thickness of the pipe. 
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Two different central frequencies were considered, 60 kHz and 160 kHz which have been chosen 

according to experimental observations of the dominant peak frequencies during the accelerated 

corrosion test. The dimensions of the model were the same as the test specimen, although half the 

length was modeled due to the anti-symmetric positioning of the sensor pairs 1&6, 2&5, and 3&4. 

At the corresponding locations of sensors 1-3 (refer to as nodes 1-3), the displacement normal to 

the surface was recorded, since this is the component of displacement that is being sensed by the 

receiving sensors in real applications. To avoid reflections from the two edges of the model, 10 

cm wide absorbing layers with increased damping (ALID) were added to the model according to 

[45]. The temporal and spatial resolution of the wave propagation was maintained by properly 

choosing the minimum integration time step and the maximum finite-element size according to 

guidelines reported in previous studies [36]. A total of nine analyses have been considered, 

including the damage-free pipe and steps of 10% thickness loss up to 80%. The duration of each 

analysis was set at 1.5 ms which approximately allowed 10 helical orders to propagate at each 

recording node.  

 

 

Figure 3.13: Schematic of the numerical model developed in ABAQUS. Nine different models 

have been considered with thickness-loss profiles from 0-80%. 
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Figure 3.14(a) shows the time domain radial displacement waveforms obtained at node 2 

for a thickness loss of 0% and 80%, respectively. The multiple arrivals of the helical paths can be 

observed, as well as the dominance in amplitude of the A0 in the radial direction. The geometric 

attenuation of the helical waves can also be noticed affecting primarily the higher orders of helical 

paths although significant energy can propagate even after 1.5 ms from the excitation. This 

highlights the importance of adjusting the timing parameters when recording HGW-type AE to 

avoid misclassification or omittance of these late arrivals. A close comparison of the first arrivals 

reveals that the amplitude and consequently the energy is significantly larger when the thickness 

loss is higher. One of the reasons causing this energy increase is the fact that the simulated 

excitation burst is occurring at a significantly thinner portion of the pipe in which Lamb waves 

have smaller attenuation. Considering that the end of the wall thinning is smooth, it is reasonable 

to assume that scattering is negligible. Thus, the propagating helical mode is shifting its group 

velocity based on a larger 𝑓𝑑 product according to the dispersion relationships, only this time 

carrying more energy. For the time that the wave was propagating in the wall thinning (1.9 mm) 

at a frequency of 160 kHz, its theoretical A0 speed according to the dispersion relationships was 

2575 m/s as compared to 3200 m/s for the remaining portion of the pipe. This delay in the time-

of-flight can also be noted in Figure 3.14(a). 

The energy of each recorded signal 𝑆𝑓𝑒𝑚(𝑡) for every model was estimated by means of 

the root-mean square (RMS) according to 

Efem = √
1

𝑁
∑(𝑠𝑓𝑒𝑚)^2

𝑁

𝑖=1

 (3.8) 

where 𝑁 is the length of the signal. The energy increase is demonstrated in Figure 3.14(b) showing 

the percentage difference of the RMS energy for excitations 60 kHz and 160 kHz at the three 

recording nodes. The propagated RMS energy of the simulated HGW-type AE source increases 

proportionally with the simulated thickness loss at all three nodes. This increase is not uniform 

between the nodes since their relative position to the simulated excitation affects the arrival of the 

helically propagated energy. Components of this energy can interfere constructively or 

destructively before reaching the sensor which might be the reason for observing energy loss in 
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the signal of node 1 for thickness loss between 30%-50%. Despite that, the RMS energy 

experiences a sudden increase between 50%-60% thickness loss and eventually doubles for all 

nodes for thickness loss of around 70%. 

 

 

Figure 3.14: Time-domain waveforms from a pristine and the 80% thickness loss models of the 

pipe. Excitation happens in the simulated damage region and is recorded at node 2. 
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3.6. Summary 

This chapter presented the framework for modeling the HGUW using the finite element 

method. It was reported that for accurate simulations special refinement of the mesh and the 

integration step is required which is defined by the operational frequency. A point force was 

utilized to excite the fundamental Lamb modes, due to the ease of modeling and accuracy in the 

excitation of the modes. Through four different models, the scattering of the fundamental modes 

was investigated by means of measuring either the amplitude or the ratio of the amplitudes of the 

multiple helical orders of the S0 and A0. The first three models considered through transmission 

propagation while the fourth model considered the HGUW to initiate at a local wall-thinning of 

the pipe.  

Overall, the anti-symmetric A0 was found to be extremely sensitive for all the different 

defect sizes that were considered. Due to having dominant normal-to-surface displacement 

component it was easier to monitor relative changes in the propagating energy. The amplitude 

variation of the baseline subtracted A0 mode was used as the damage coefficient for the CL 

algorithm, and successfully localized the simulated damage in the first two models. In the case of 

a larger damage, like the third model, the ratio of the fundamental modes was found to be more 

accurate.  

For the last simulation, which refers to the HGUW being generated during AE, a strong 

correlation was found between the RMS energy of helically propagating waves and the current 

thickness of the pipe. In particular, the rate that the energy increases changes when the remaining 

thickness is approximately 53% which can be used as the first indication of severe corrosion 

happening in the pipe. 
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4.4. Acoustic Emission monitoring using HGUW 

 

Contrary to active guided ultrasonic testing, the acoustic emission (AE) depends on 

passively monitoring the acoustic activity in a structure without the need for providing an 

excitation. In theory, the state of stress in a structure variate during initiation and growth of defects 

like cracks and corrosion. This stress change is associated with the sudden release of mechanical 

energy whose intensity correlates with severity of the defect. Arrays of AE microphones are 

responsible to collect this activity and attempt to localize and assess the remnant capacity of the 

structure. The acoustic emission (AE) technique is an established NDE method and has been 

widely used for monitoring corrosion in pipes, tanks, and vessels [13], [14], [48] 

In hit-driven AE, a threshold is commonly established based on the noise floor level, and 

whenever an acoustic event crosses that threshold, it is recorded as an AE hit. Several features can 

be extracted from the recorded waveforms including the energy, amplitude, and frequency content 

which are rich in information about the structure’s integrity. For example, Jirarungsatian et al. [49] 

reported that by using the frequency and duration of recorded AE signals, is possible to identify 

and distinguish pitting and uniform corrosion. Jomdecha et al.[50] were able to correlate common 

AE features such as the count and amplitude to four different types of corrosion: uniform, pitting, 

crevice, and stress corrosion cracking. Li et al. [51] reported the identification of the different 

sources of AE during the corrosion of stainless steel. They applied a K-means clustering algorithm 

to AE features, such as count, duration, rise time, and amplitude, for distinguishing the pitting 

process from bubble break-up and cracking. Other studies investigated the attenuation of AE 

events in buried pipes caused by different types of soil as well as different types of transported 

fluids [52].  

In thin-walled metallic structures, AE is typically associated with the propagation of Lamb-

type guided waves. Due to the dispersive nature of these waves it is possible to correlate the 

frequency content of AE events with the depth of a crack in plate-like structures [53]. Another 

Lamb-wave-based AE approach was also used for assessing corrosion in the bottom plates of large 

tank reservoirs by using the time-of-flight of the fundamental Lamb modes [54]. Finite-element 

investigations were reported on the influence of wave propagation distance on AE features 

proposing various correction factors that can be introduced in post-processing [55]. AE has also 
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been used extensively for monitoring different failure modes of concrete structures[56] . Studies 

have demonstrated a strong correlation of AE features with micro-crack formation and growth [57] 

while others have used a topological analysis of AE features to monitor the corrosion process in 

prestressed concrete [58].    

In this study, a new approach to monitor corrosion in steel pipes is presented using Lamb-

type acoustic emission events propagating helically in the circumference of the pipe known as 

helical guided waves (HGW)[18]. Traditionally, the AE method is used in pipes and vessels by 

monitoring the absolute number of recorded events while the source and type of the received 

perturbation are typically ignored.  The proposed approach is based on considering longer portions 

of each AE event and utilizes typical AE features like the energy and amplitude to infer the state 

of corrosion in the pipe. Specifically, the energy associated with a single AE event is considered 

to travel in helical trajectories around the pipe’s circumference before reaching the receiving 

sensors thus longer than the typical time window is necessary to fully capture it. This is achieved 

by carefully selecting the AE timing parameters such as the hit-definition time (HDT) and the hit-

lockout time (HLT) of the AE acquisition system. Through experimental and numerical testing, it 

has been shown that the energy of HGW is increasing as corrosion becomes more severe which 

can serve as an indicator of the current structural condition of the pipe. Furthermore, a 𝑏-value 

analysis has been applied to the AE data showing a strong correlation between the amplitude of 

the AE hits and the stage of corrosion 

4.1. Corrosion assessment 

4.1.1. Helical Lamb-type Acoustic Emission 

Let’s consider a steel pipe instrumented with a sensor and an AE source occurring at a 

random location on its surface as illustrated in Figure 4.1(a). Provided that the pipe’s diameter is 

much larger than its thickness [59], these circumferential waves can be considered similar to Lamb 

waves in plates by replacing the cylinder with an equivalent unwrapped 2-dimensional (2D) plate 

[60]. Using the 2D representation, the previously helical trajectories can now be thought as a single 

AE source detected by multiple virtual sensors by straight paths according to Figure 4.1(b).  
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 Theoretically, the number of the so-called helical paths can be infinite although in practical 

applications due to attenuation only a finite number can be considered. For an AE source located 

at (𝑥𝐴𝐸 , 𝑦′𝐴𝐸) to the ith sensor located at (𝑥𝑖, 𝑦′𝑖), the length 𝑙𝑖
ℎ of each helical path ℎ can be 

calculated as: 

𝑙𝑖
ℎ = ((𝑥𝑖 −  𝑥𝐴𝐸)

2 + ((𝑛π𝐷 + 𝑦′𝑖) − 𝑦′𝐴𝐸)
2
)
0.5

 

𝑛ℎ = 0,1,−1,2,−2, … ,∞ 

(4.1) 

where 𝐷 is the pipe diameter. Thus, the time-of-flight can be calculated according to:  

𝑡𝑖
ℎ =

𝑙𝑖
ℎ

𝐶
 (4.2) 

where 𝐶 is the wave velocity. The velocity 𝐶 is a function of the frequency and thickness (𝑓𝑑) of 

the pipe and can be estimated using the Lamb waves dispersion curves according to Figure 4.2. 

 

Figure 4.1: The first three helical paths from an AE source to the sensor. An illustration of the 

concept in a) 3D and b) the unwrapped 2D. 
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For AE sources with small profiles, like the microcracking, the velocity can be considered 

constant since the wave propagates in an almost similar thickness. However, if the AE originates 

within a large corrosion patch on the pipe’s surface, a change in velocity is anticipated. According 

to experimental studies, the frequency of corrosion-related AE events in steel is normally lower 

than 200 kHz [49]. Given this frequency and a pipe thickness around 10 mm the maximum 

frequency-thickness product is near 𝑓𝑑 = 2 MHz-mm, at which the fundamental Lamb modes S0 

and A0 are dominant with the first couple helical paths carrying most of the energy. Considering 

now a relatively large corrosion patch on the surface of the pipe according to Figure 4.3(a), it is 

reasonable to assume that a generated wave will travel through at least two different thicknesses 

before reaching the receiving sensor. For instance, the first two helical orders will propagate 

different lengths of the wall-thinning, 𝑅1, 𝑅2, with velocities 𝐶(𝑓𝑑)0 and 𝐶(𝑓𝑑)𝑐 corresponding to 

the pristine and corroded parts of the pipe. Thus, their corresponding time-of-flights can be written 

as 

 

 

Figure 4.2: a) The dispersion relationship of the group-velocity of Lamb waves against the 

frequency-thickness product (𝑓𝑑). b) An AE event traveling in different thickness profiles before 

being recorded 
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𝑡𝑖
1 =

𝑙𝑖
ℎ − 𝑅1

𝐶(𝑓𝑑)0

−
𝑅1

𝐶(𝑓𝑑)𝑐

 

𝑡𝑖
2 =

𝑙𝑖
ℎ − 𝑅2

𝐶(𝑓𝑑)0

−
𝑅2

𝐶(𝑓𝑑)𝑐

 
(4.3) 

and their difference in arrival time δ𝑡𝑖
21 = 𝑡𝑖

2 − 𝑡𝑖
1. Depending on the extent of the wall-thinning, 

the location of the AE source and the remaining thickness, δ𝑡𝑖 can vary significantly. A large δ𝑡𝑖 

essentially means that the possibility of consecutive helical paths from the same AE source to be 

recorded as multiple events is greater. For example, the time interval δ𝑡41 is calculated for a sensor 

with helical paths 𝑙1 = 0.4 m and 𝑙4 = 1.4 m considering the velocity of the antisymmetric A0 and 

different values for 𝑅1, 𝑅2. According to Figure 4.3(b), it is possible that the time window required 

to capture all four helical paths can range from 350 μs to more than 650 μs. This interval becomes 

even greater when more helical paths are considered or when the extent of the wall-thinning is 

larger. 

 

 

Figure 4.3: a) The difference in time-of-flight 𝛿𝑡𝑖  for the same pair of helical paths fluctuates 

depending on the values 𝑅1, 𝑅2 and the amount of wall-thinning of the pipe. b) The contour plot 

demonstrates an example of the estimated 𝛿𝑡𝑖 for a sensor with helical-path lengths  𝑙1 = 0.4 m 

and 𝑙4 = 1.4 m for different values 𝑅1, 𝑅2 and velocity 

Based on the work demonstrated in previous chapters, different features of the helical 

waves such as the energy and attenuation, are associated with the state of corrosion in pipes [11]. 

Considering these remarks, it is important to collect as many helical paths as possible of a single 
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AE source in a single hit. With this aim, the timing parameters such as, Peak-Definition Time 

(PDT), Hit-Definition time (HDT), and Hit-Lockout time (HLT), should be properly defined as 

shown in Figure 4.4. 

 

 

Figure 4.4: a) Demonstration of the timing parameters in hit-driven AE including the peak-

definition time (PDT), hit-definition time (HDT), and hit-lockout time (HLT) that define the length 

of an AE hit. b) The combination of these parameters should allow for the assumed maximum 

number of helical paths to be recorded as a single AE hit. 

When a threshold is recorded, the PDT controls the time between the first threshold 

crossing and the maximum amplitude while the HDT controls the time between the first and the 

last threshold crossings. The HLT defines the time to elapse before a new hit is recorded measured 

from the last threshold crossing. Among the three timing parameters, HDT and HLT have the 

major impact on the recorded AE hit. Figure 4.4 (b) demonstrates the effects of properly choosing 

the timing parameters using a synthetic waveform showing the arrival of three helical paths. If 

HDT is smaller than  δ𝑡31, the recorded hit will be terminated prior to the third helical path and a 

new hit will be recorded instead. Also, if the HDT is around δ𝑡21 and HLT larger than δ𝑡32 the 

third helical path will be omitted. One approach to estimating the HDT and HLT is to use Eq.(4.5) 

assuming typical values for the parameters 𝑅1, 𝑅2 and a specific number of helical paths to obtain 

a plot similar to Figure 4.3. Studies from the authors have suggested the consideration of at least 

5 helical paths for sensors less than 1 m away from the corrosion [61]. Alternatively, an 

experimental approach may be used to determine these parameters. Pencil lead break (PLB) [62] 
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is a standardized method to simulate AE events which can easily be carried out at any location of 

interest on the pipe. By trial and error, a combination of values for HDT and HLT may be decided 

such that for each PLB on the pipe’s surface a single hit is recorded. In practice, the presence of 

discontinuities like the pipe supports, welds or the end edges will cause the estimated HLT to 

increase due to reverberating energy. 

4.1.2. 𝒃-value analysis 

The qualitative assessment of corrosion is carried out using 𝑏-value analysis [63], [64]. It has 

been established in earthquake seismology that the frequency of occurrence of seismic events and 

the corresponding magnitude are directly related. This relationship is mathematically represented 

by the Gutenberg-Richter empirical equation 

log10 𝑁 = α − b(𝑀) (4.4) 

where 𝑀 is the Richter magnitude, 𝑁 is the incremental frequency of seismic events (i.e., the 

number of events greater than 𝑀), α a constant and 𝑏 the slope of the line corresponding to the 𝑏-

value.  This equation is relying on the observation that seismic events with lower intensity occur 

more frequently compared to those events with higher intensity. It has been reported that Eq.(4.4) 

can be effectively adapted in AE applications if the recorded AE amplitude is divided by a factor 

of 20 to compensate for the difference in measuring units, this being Richter for earthquakes and 

dB for AE events [65]. Thus, the Gutenberg-Richter equation takes the following form, 

log10 𝑁 = α − b(𝐴𝑑𝐵/20) (4.5) 

The process to calculate the 𝑏-value is outlined in Figure 4.5. First, the log-linear 

relationship between the AE events frequency and amplitude is constructed where the negative 

slope of this curve corresponds to the 𝑏-value. The resolution of the amplitude-axis depends on 

the AE DAQ which is often around 1 dB. At low and high amplitudes, the frequency of AE activity 

is disproportionate compared to the rest of the spectrum causing the curve to deviate from linearity. 

Thus, a linear fit is performed in the “linear descending branch” [65], which for this work 

corresponded to amplitudes approximately between 40-60 dB. These calculations are performed 
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based on groups of data 𝑛 whose size is determined according to the total available hits and the 

frequency at which the 𝑏-value is desired. When 𝑛 is large, it can reduce the frequency at which 

the 𝑏-value can be calculated. On the contrary, when 𝑛 is small, the amplitude variance of hits is 

small which leads to an inaccurate 𝑏-value. In concrete applications with significant AE activity, 

this number can be around 100 events while in other instances with moderate AE activity this 

number usually is higher. Overall, the 𝑏-value is expected to be large during the initial stages of 

material deterioration where the amplitude of the AE data is usually lower [57]. As the corrosion 

becomes more severe, it is anticipated that the 𝑏-value will decrease eventually approaching values 

close to one [66].  

 

Figure 4.5: The log-linear AE frequency-magnitude plot. The negative slope of this curve 

corresponds to the 𝑏-value. 

4.1.3. Machine Learning - Variational Auto Encoders   

Variational autoencoder is selected due to its un-supervised nature (labels are never seen 

by model) and visualizable latent space. The parameters that the model has learned are summarized 

into 2D latent space which makes the result reviewable instead of reply solely on the testing set 

accuracy. The modeling is pipelined into three parts: feature extraction, variational autoencoder 

separation, and classification with data fed in. For the purposes of exploring variational 
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autoencoder, the other two parts will just be classical convolutional neural nets. Current approach 

is to compress a hit into 256 features then get fed to variational autoencoder for latent space 

modeling, the features has been normalized into [0,1] in order to apply binary cross entry to 

calculate expectation of log likelihood. The architect of the model itself is also convolutional 

neuron nets. 

This study has modified the optimization target from normal distribution to mixture normal 

distribution aiming on making the model capture more information from one acoustic emission 

hit. The performance was evaluated through model evidence (mixture normal distributions, orange 

curves in Figure 4.6 over hits, which appears to follow the trend of distributions of wave forms 

with log-likelihood of around 1,000. The latent space plot (Figure 4.6) indicates the separation 

among hits that follows the distinction of each corrosion cycle in which the corrosion cycles relate 

to steel thickness reduction from the inference of constant corrosion rate.  

 

Figure 4.6: Model evidence result 
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One step further, given the model is picking mostly energy information from waveforms, 

the normalized energy was calculated to rationalize for such behavior. Normalization of energy is 

calculated through energy generated per microsecond. The normalized energy with inferred steel 

thickness reduction plot suggests that the difference may follow a spike of energy at the start of 

each corrosion cycle. The latent space of VAE provides support for distinction of AE hits generated 

from different remaining steel thickness that may correspond to spikes of energy in AE hits during 

corrosion cycles. The model can map AE hits to latent space that links to ranges (0.27mm 

increment) of remaining steel thickness. Future work involves expanding the work to the rest of 

the cycles in the dataset and generalizing their results.  

 

 

Figure 4.7: Latent Space Result 

4.2. Experimental validation 

4.2.1. Accelerated corrosion 

An accelerated corrosion test was carried out using the impressed current technique [67]. The 

test specimen was a schedule 40 steel pipe with diameter equal to 0.25 m (10 in.) as shown in 

Figure 4.8. The pipe was 1.5 m (5 ft.) in length, 9.4 mm (0.37 in.) thick, and was supported at the 

two ends by two steel tripods. A rectangular plexiglass tank (0.2 m × 0.1 m) was attached to the 

center of the pipe using epoxy adhesive and sealed around with silicon to prevent any leakage. A 

power supply equipped with built-in ammeter and potentiometer was used to impress a direct 
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current (DC) to the pipe to induce significant corrosion in a short period of time. The direction of 

the current was adjusted so that the steel pipe served as the anode, while an iron wire mesh around 

the tank was used as the cathode. A 3% sodium chloride (NaCl) solution was used as electrolyte. 

Before the beginning of each cycle, the water tank was emptied, and fresh distilled water was 

added.  

A constant current of 4A was provided through the power supply which corresponded to a 

potential ranging between 3-5V. The test comprised of a 5-hour continuous current supply, and it 

was repeated for a total of 34 cycles. Failure of the pipe occurred during the 35th cycle. Using 

Faraday’s Law of electrolysis with the parameters of the test, it was estimated that the rate of 

thickness loss was approximately 0.25 mm/cycle which agrees with the actual failure of the pipe. 

The pipe was instrumented with six R15a Physical Acoustics sensors which were bonded on 

the pipe’s surface using hot glue. Sensors were placed 40 cm away from the center of the salt-

water tank with the ones being at the same cross section having 120˚ angle difference and the 60˚ 

between the two cross-sections as shown in Figure 4.8. The threshold was set to 38dB. AE activity 

was continuously recorded with a Mistras Micro-II Express DAQ system. Signals were 

preamplified by 40 dB using 2/4/6 PAC preamplifiers and filtered using a 5 kHz – 1MHz bandpass 

filter. 
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Figure 4.8: a) An overview of the experimental setup and b) a schematic of the experiment with 

details regarding the sensor placement along with various dimensions 

4.2.2. Data Acquisition Parameters 

According to the discussion in Section 4.1, the selection of data acquisition parameters of 

the AE activity is crucial for the effectiveness of the proposed methodology. The selected values 

are presented in Table 4.1. The calculation of HDT was based on considering five helical paths 

between the farthest sensor (i.e. sensor 1 or sensor 6) from the centroid of the corrosion. The 
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maximum difference of travel time δ𝑡51 was calculated using the procedure outlined in Section 

4.1 for different values of 𝑅1, 𝑅2 and velocity. It was found that a value of 500 μs was adequate to 

cover the different scenarios of an AE hit happening in random locations inside the corroding area. 

Regarding the Hit-Lockout time (HLT), the rule of thumb is to be set equal to HDT which was not 

the case in this experiment. Based on multiple PLBs in various locations of the pipe it was found 

that 30 ms was an adequate time window for the HGW to propagate. This value is significantly 

larger compared to a theoretical prediction for HLT due to reflections from the pipe’s ends that 

kept significant energy reverberating in the structure. In more realistic scenarios where pipes are 

continuous, the experimental and analytical predictions of the HLT should converge.        

Table 4.1: AE data acquisition parameters 

PDT (μs) 300 

HDT (μs) 500 

HLT (ms) 30 

Duration(ms) 2 

 

4.3. Results  

4.3.1. Triangulation 

To validate the hypothesis that AE activity recorded during the experiment was related to 

the material degradation due to corrosion, source localization was first performed. The localization 

was performed using an optimization-based technique for isotropic plates with unknown was 

speed. triangulation [68]. If the unknown source location is (𝑥0, 𝑦0) then the error function 

𝐸(𝑥0, 𝑦0) is defined as: 

E(𝑥0, 𝑦0) =   ∑ ∑ ∑ ∑ [𝑡𝑖𝑗(𝑑𝑘 − 𝑑𝑙) − 𝑡𝑘𝑙(𝑑𝑖 − 𝑑𝑗)]
2

𝑛

𝑙=𝑘+1

𝑛−1

𝑘=1

𝑛

𝑗=𝑖+1

𝑛−1

𝑖=1

 (4.6) 
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with 𝑡𝑖𝑗 the time difference between the pair of sensors 𝑖, 𝑗, 𝑛 the number of sensors, and 𝑑 the 

Euclidean of (𝑥0, 𝑦0) to each sensor. A standard minimization algorithm can be used to calculate 

the unknown coordinates of the AE source.  

The outcome of the source localization is presented in Figure 4.9. It can be observed that, 

most of the events originated at the center or near the area where corrosion was taking place. 

Localizations of AE sources outside the corrosion area might be caused by noise, instabilities 

occurring from the localization technique or even reflecting waves from the pipe’s edges. 

 

 

 

Figure 4.9: Source localization results for the accelerated corrosion experiment. 

4.3.2. Time-frequency analysis 

To examine the theoretical assumptions made for the helical propagation of corrosion-related 

AE events, signals from the experiment have been compared with pencil-lead-break signals. The 

comparison was carried out using a time-frequency analysis based on a continuous wavelet 

transform (CWT) [69], [70]. The CWT was performed on a signal 𝑓(𝑡) according to 
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CWT(s, b) =
1

√𝑠
∫ 𝑓(𝑡)Ψ ∗ (

𝑡 − 𝑏

𝑠
) d𝑡

∞

−∞

 (4.7) 

where 𝑠, 𝑏 the dilatation and translation parameters of the complex conjugate Morlet mother 

wavelet Ψ(𝑡). Based on the output of the CWT, the arrival times of the helical Lamb modes could 

be extracted as well as the distribution of the energy between the helical paths could be estimated. 

PLB tests were carried out after the completion of the accelerated corrosion experiment. These 

tests were performed on the opposite side (bottom side of the pipe, see Figure 4.8(b)) of the water 

tank approximately at the center-point. Due to symmetry, waveforms were collected only at 

sensors 1-3. 
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Figure 4.10: Time domain signals and continuous wavelet transform of pencil lead breaks and 

experiments. a) PLB signal, b) CWT of PLB signal, c) Experimental signal, d) CWT of 

Experimental signal.  

Figure 4.10(a) and (c) show the PLB and experimental signal recorded by sensor 3 and Figure 

4.10(b) and (d) show their respective wavelet transforms. In the frequency spectrum plots, the 

dispersion relationship of the group velocity of the fundamental A0 mode is overlayed which is 

calculated for the specific thickness of the pipe. It can be observed that both the received signals 

contain frequencies below 200 kHz, and within this range the arrival of the energy agrees well 

with the theoretical dispersion relationship. The arrival of the first three helical paths is also 

noticed, each containing three distinct wavepackets with frequencies between 20-200 kHz. 

Furthermore, it is possible that the peak energy arrival occurs after the first helical arrival 

validating the initial assumption made about the HGW and the need for adjusting the timing 

parameters to incorporate these reverberations into a single AE hit. In this case, δ𝑡31 increases 

significantly at lower frequencies. 

4.3.3. Energy and 𝒃-value analysis 

The cumulative energy and amplitude of the AE data is demonstrated in Figure 4.11. The 

trend of the energy increase is approximately divided into two legs around the 53% loss. For the 

second leg, the AE hits have significantly more energy which is partly due to the breaking of 

corrosion products and partly due to the small remaining thickness that can sustain higher 

amplitude guided waves. A similar trend in terms of the point where the recorded energy starts to 

increase at a lager rate was observed in the numerical model. In practice, the identification of such 

a point can flag the existence of large corrosion in the pipes while the pipe has still significant 

thickness to operate until a repair is made. Regarding the cumulative amplitude, a sudden increase 

around the 30th hour of the experiment can be associated with the first significant loss of material 

from the pipe’s surface. Prior to this point is possible that corrosion products have been 

accumulating on the surface without any major wall-thickness loss. Past this point, the cumulative 

amplitude of the AE hits follows an almost linear trend through the end of the test. In fact, it was 

anticipated to observe such a trend due to the cycles of accelerated corrosion being identical in 

terms of the current supply, saltwater solution, and duration. Although, the range in values of 
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amplitude in consecutive intervals was expected to shift depending on the severity of corrosion 

and thus the 𝑏-value analysis was carried out to aid this distinction. 

 

 

Figure 4.11: The cumulative Energy and Amplitude of the recorded AE data during the 

experiment. 

Figure 4.12 demonstrates the calculated 𝑏-value for sensors 1-6 and the corresponding 

amplitude history for the duration of the corrosion experiment. Three different values of 𝑛 were 

considered in solving Eq.(4.4) to examine its influence on the 𝑏-value. It was found that 

approximately 260-340 hits could result in a similar 𝑏-value for the duration of the experiment, as 

depicted in Figure 4.12, thus 𝑛 = 300 was chosen. Furthermore, to increase the accuracy of the 𝑏-

value it was found that a threshold of 53 dB could restrict the 𝑏-value from overshooting. For 

instance, if the maximum amplitude in a group of 𝑛 hits was smaller than 53dB, the 𝑏-value 

calculation was omitted. This led to skipping portions of the test where the AE activity was low 

which can be seen mainly in the case of sensor 2.  
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Figure 4.12: The cumulative Energy and Amplitude of the recorded AE data during the 

experiment. 

Overall, the 𝑏-value trend appears to be similar across the sensors except for sensor 2. The 

estimated values, range from near 2.5 at first hours of the test to values close to 1.5 at later stages 

of the test. The largest 𝑏-values are observed between 30-50 hours in the corrosion test, denoting 

the initiation of the corrosion which agrees with the observation made from the cumulative 

amplitude plot. During this period, the maximum amplitude of the AE hits is smaller than 60 dB. 

Past this point, the amplitude of the hits becomes significantly larger forcing the 𝑏-value to become 

smaller.  In terms of sensor 2, the estimated 𝑏-value is not comparable to the rest of the sensors. 
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This can be attributed to a less sensitive sensor or poor contact with the pipe’s surface which is 

also verified by inspecting the relatively sparse hit amplitude history. 

 

 

Figure 4.13: Linear fit of 𝑏-values for all sensors individually and combined. 

To qualitatively compare the 𝑏-value trend across the sensors, a basic linear fit has been 

performed using the least-squares method. In addition, the 𝑏-value was calculated on the combined 

AE hits. The linear fit of the 𝑏-value is presented in Figure 4.13. These results highlight two 

important findings. First, an overall similarity in the slope of the 𝑏-value is observed, with the 

main outlier being sensor 2. It is noteworthy that four of these lines intersect that at the failure of 

the pipe for a 𝑏-value near 1.6. Using the 𝑏-value fitted lines, is possible to assess the corrosion 

rate which in this case is similar for all sensors. Also, it is possible to create an envelope of 𝑏-

values corresponding to different types of corrosion. The second finding reveals the ability to use 

the same methodology for calculating the 𝑏-value on individual or combined sensor AE hits 

working as a type of filter for sensors or instances of low-amplitude AE history. 

4.4. Summary 

The use of the acoustic emission of Lamb-type helical waves for monitoring corrosion in 

steel pipes has been investigated in this work. It has been demonstrated through numerical 

investigations and an experimental test, that the use of this type of wave has the potential to 
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qualitatively assess the corrosion progress. Specifically, it has been highlighted that for the 

effective measurement of the HGW, hit-driven AE data acquisition parameters like the HLT must 

be increased such that for every event occurring from the corrosion progress, a single AE hit is 

recorded. Two metrics have been also introduced based on which the state of corrosion is 

estimated. First, it has been demonstrated that the energy of the AE events increases as the 

corrosion becomes more severe in the pipe. In particular, the rate that energy increases changes 

when the remaining thickness is approximately 53% which was observed both numerically and 

experimentally. Second, the 𝑏-value analysis has also been performed on the recorded AE data. It 

has been found that the material degradation due to corrosion can be described by a linear trend of 

𝑏-values estimated for every 300 AE hits.  The estimated 𝑏-value was near 2.5 at the initiation of 

corrosion and near 1 when the corrosion penetrated through the pipe wall. Several assumptions 

have been made in this work including that each AE event is isolated in time from the previous 

and consequent in addition to the pipe sustaining no liquid nor being pressurized. Future work 

should examine scenarios of liquid-filled pipes experiencing corrosion to verify the efficacy of the 

proposed methodology. 
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5.5. Conclusion  

5.1. Contributions and remarks 

This report demonstrated the use of helical guided ultrasonic waves for monitoring the 

structural integrity of steel pipelines. Specifically, it was reported that the HGUW can be exploited 

for both active and passive monitoring, to localize, quantify and predict corrosion in pipes. The 

use of the HGUW can potentially offer a shift in paradigm which can accommodate both real-time 

monitoring and in-situ routine inspections. It was shown that HGUW hold certain advantages over 

the traditional guided wave inspection for pipes, like the need for fewer sensors that can be 

permanently attached to the pipe as well as their capacity to perform tomographic reconstructions. 

Overall, the HGUW can be effectively utilized in large diameter pipes, typically greater than six 

inches, using less than 10 piezoelectric sensors for every two meters of pipe length.  

As far as active monitoring is concerned, the use of the fundamental helical Lamb modes 

has been investigated. Findings suggested that the amplitude of the anti-symmetric A0, as well as 

the energy ratio S0/A0 below the first cut-off frequencies, can be used as damage indicators in an 

adopted algebraic reconstruction technique to localize different defects. The accuracy of the ART 

is heavily dependent on the size of the scatterer and the excitation frequency. The reconstruction 

of the defect profile was possible using 2D acoustic modeling which is a high-frequency 

approximation. It was shown that for large defects, it is possible to reduce the wave propagation 

problem to 2D thus achieving faster calculations of HGUW travel time. The developed two-step 

corrosion localization-quantification algorithm was validated experimentally, and results suggest 

that it is highly efficient and robust when utilized in quantifying high-contrast corrosion-type 

defects.  

For the second part of this report, a methodology was proposed for passively interrogating 

pipelines using a helical-type acoustic emission technique. It was found that developing corrosion 

mechanisms can be correlated with the energy and amplitude of the recorded AE activity. A new 

approach for recording the AE activity was proposed which considered an extended time window 

of each AE event in order for the helically propagated energy of a single AE source to be recorded 

as a single hit. The results of an accelerated corrosion test suggested that the rate of growth of large 
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uniform corrosion can be estimated using a 𝑏-value analysis on the amplitude of AE data recorded 

from a sparse sensor network. 

5.2. Recommendations for future work 

Based on the assumptions and major findings of this project, different elements of the 

active/passive HGUW inspection technique require further investigation. First, an extended 

numerical and experimental study should be conducted to establish the probability of detection 

(POD) of different corrosion sizes and profiles using the developed methodology. Such a study 

will define the confidence intervals of the method while highlighting the scenarios for which it is 

not effective. The two-step algorithm can be benefited by introducing additional parameters that 

describe the corrosion shape, beyond the longitudinal, circumferential, and remaining thickness 

that are already used. Also, an advance method to detect and classify the different orders of helical 

modes will be essential to avoid the manual mode selection and thus eliminate the ambiguity in 

mode identification. Furthermore, additional field testing on in-service pipelines will allow to 

examine the influence of noise and vibrations during data collection as well as to study the effect 

of internal pressure and pipeline coatings on the attenuation of the HGUW. In addition, this work 

pertains to straight pipes, although it has the potential to be expanded to account for complex 

geometries like pipe bends. A fundamental requirement for using the two-step algorithm is the 

baseline information of the pipe. Considering that in many instances this information is not 

available, baseline-free methods should be investigated. For example, an advanced numerical 

model can be developed instead, which can serve as an approximate predictor of the HGUW 

propagation on the pristine pipe. The present study was based on using contact transducers (i.e. 

PZT’s) but future work can also examine the potential of using non-contact transducers like the 

air-coupled. Regarding the helical-type AE method, additional experimental testing is required 

with the consideration of internal pressure in the pipe. Typically, AE events correlate with the state 

of stress in a structure thus it is vital to establish the connection between the AE activity produced 

by a developing corrosion attack on the pipe and the stress redistribution. Lastly, the helical-type 

AE could also be applied for distinguishing different mechanisms of corrosion, like pitting, 

uniform, or stress corrosion.  
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5.3. Community outreach 

During the 3rd year of the project, our team has been in close contact with Amerapex to 

discuss the overall progress of the project as well as identify potential field-testing applications. 

These virtual meetings took place in late Spring and Summer of 2021. The field test at Monroe 

Energy in Philadelphia was possible with the coordination and assistance of Dr. Ahmed Megharbi 

of Amerapex as well as Stephan Grossnicklaus of Amerapex who provided access to the facility 

and valuable information on the testing site. We have also established a connection with the 

Pipeline Research Council International (PRCI) and discussed possible applications of the HGUW 

inspection at their Technology Development Center in Houston. Multiple pipeline specimens have 

been identified with different corrosion levels and defects that we are interested in applying the 

developed technology. 

5.4. Student involvement 

A new Ph.D. student, Guan Wei Lee participated in the testing in Philadelphia. He was 

involved in all steps of the experimental testing from preparing the sensing units, instrumenting 

the pipe, and acquiring data. His involvement was critical and allowed him to gain experience in 

designing and executing field tests. Also, Konstantinos Sitaropoulos, a continuing Ph.D. student, 

has been involved with the experimental testing of the accelerated corrosion using the Acoustic 

Emission. Konstantinos research is dealing with the detection of leaks in underground water 

network systems thus his experience and input to this project have been extremely important. 
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